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Abstract

Outsourcing data storage reduces the cost of ownership. However, once data is stored
on a remote server, users lose control over their sensitive data.

There are two approaches to control the access to outsourced data. The first
approach assumes that the outsourcee is fully trusted. This approach is also referred
to as server mediated access control and works as follows: whenever a user wants
to access the stored data, the user has to provide credentials to the server. If the
credentials are valid and satisfy the access control policy, the user is allowed to access
the stored data. However, fully trusting the server can be dangerous since if the
server gets hacked, all users data would be readable by hackers. The second approach
reduces the trust on the server and assumes that the server is honest-but-curious:
the server is honest in the sense that it stores the data correctly and makes the data
available to users, and the server is curious in the sense that it attempts to extract
knowledge from the stored data. This approach is also referred as cryptographically
enforced access control because it relies on encryption techniques to enforce an access
control policy. The main idea of this approach is to map an access control policy
into an encryption key, and then to encrypt the data under the encryption key such
that only authorized users who possess a decryption key can access the data in clear.
Even if the server gets hacked, user data are secure since the data are encrypted.

In this thesis we focus on the second approach and propose new encryption
schemes for enforcing access control policies with significant advantages over exis-
ting ones. In particular, we push the limits of three cryptographic primitives: proxy
re-encryption, attribute-based encryption and public-key encryption. Our contribu-
tions can be summarized as follows:

1. We propose a proxy re-encryption scheme which enables the delegator to pro-
vide a fine-grained access control policy. Proxy re-encryption is a cryptographic
primitive developed to delegate the decryption right from one party (the dele-
gator) to another (the delegatee). In our scheme, the delegator can categorize
messages into different types and delegate the decryption right of each type to
the delegatee through a proxy.
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2. We propose two ciphertext-policy attribute-based encryption schemes which are
more efficient and at least as expressive as the existing state-of-the-art schemes.
In ciphertext-policy attribute-based encryption the data is encrypted under an
access control policy defined over attributes. A user can decrypt the ciphertext
only if the attribute set of her secret key satisfies the access control policy of
the ciphertext.

3. We propose a ciphertext-policy attribute-based encryption scheme in which the
secret keys of dishonest or compromised users are revoked.

4. We propose a ciphertext-policy attribute-based encryption scheme that allows
users to update the access control policy of the ciphertext without decrypting
it.

5. We propose a public-key encryption scheme that allows the secret key holder to
delegate to the server the power to search her ciphertexts for possible malware
without decrypting it.
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Samenvatting

Het outsourcen van data opslag verlaagt de gemaakte kosten. Echter, zodra de data
op een externe server wordt opgeslagen, verliezen de gebruikers de controle over hun
gevoelige data.

Er zijn twee aanpakken om de toegang tot de externe data te beheersen. De
eerste aanpak gaat uit van een volledig vertrouwde externe partij. Deze aanpak
wordt ook wel server mediated access control genoemd en werkt als volgt: wanneer
een gebruiker toegang tot de opgeslagen data will hebben, dient deze gebruiker zijn
credentials aan de server te tonen. Als de credentials geldig zijn en ze aan de access
control policy voldoen, dan krijgt de gebruiker toegang tot de data. Echter, het
volledig vertrouwen van de server is gevaarlijk omdat als de server gehacked wordt,
alle data van de gebruiker te lezen zijn door de hackers. De tweede aanpak vereist
minder vertrouwen in de server en neemt aan dat de server honest-but-curious is:
de server is honest in de zin dat deze de data correct op slaat en beschikbaar stelt
aan de gebruikers, en de server is curious in de zin dat deze informatie probeert
te verkrijgen uit de opgeslagen data. Deze aanpak wordt ook wel cryptographically
enforced access control genoemd en maakt gebruik van encryptie technieken om een
access control policy af te dwingen. Het belangrijkste idee achter deze aanpak is om
een access control policy aan een encryptie sleutel toe te wijzen. Vervolgens wordt de
data geencrypt met de encryptie sleutel, zodat alleen geautoriseerde gebruikers die
de decryptie sleutel hebben de ontsleutelde data kunnen bemachtigen. Zelfs als de
server gehacked wordt, dan is de gebruikers data veilig aangezien deze encrypted is.

In dit proefschrift richten we ons op de tweede aanpak en stellen we nieuwe encryp-
tie schema’s om access control policies af te dwingen voor, die significante voordelen
hebben boven bestaande encryptie schema’s. In het bijzonder zoeken we de grenzen
op van drie cryptografische primitieven: proxy re-encryption, attribute-based encryp-
tion en publieke sleutel encryption. Onze bijdragen kunnen als volgt samen gevat
worden:

1. We stellen een proxy re-encryption schema voor die de delegator in staat stelt
om een gedetailleerde access control policy aan te geven. Proxy re-encryption is
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een cryptografische primitief ontwikkeld om het decryptie recht van een partij
(de delegator) aan een andere partij (de delegatee) te delegeren. In ons schema
kan de delegator berichten in verschillende types categoriseren en het decryptie
recht van elk type delegeren aan een delegatee via de proxy.

2. We stellen twee ciphertext-policy attribute-based encryption schema’s voor die
efficienter zijn en minstens zo expressief als de reeds bestaand state-of-the-art
schema’s. In ciphertext-policy attribute-based encryption is de data encrypted
onder een access control policy gedefinieerd over de attributen. Een gebrui-
ker kan de ciphertext alleen decrypten als de attributen verzameling van haar
geheime sleutel aan de access control policy van de ciphertext voldoet.

3. We stellen een ciphertext-policy attribute-based encryption schema voor waarin
de scret keys van oneerlijke of gecompromiteerde gebruikers ingetrokken kunnen
worden.

4. We stellen een ciphertext-policy attribute-based encryption schema voor die
de gebruikers in staat stelt de access control policy bij te werken zonder de
ciphertext te hoeven decrypten.

5. We stellen een publieke sleutel encryption schema voor die de houder van de
geheime sleutel in staat stelt om de mogelijkheid om malware in ciphertexts te
zoeken zonder deze te decrypten aan de server te delegeren.
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Chapter1
Introduction

This chapter provides an introduction and the motivation for our re-
search. This chapter also describes the main research question, the contri-
butions and the overall structure of the thesis.

1.1 Motivation
With the recent developments in cloud computing, a large number of users have
been outsourcing their storage to third parties. Cloud storage providers, such as
Amazon S3, provide users with the possibility to store and access their data anytime
from anywhere. While outsourcing the storage is convenient and cost-effective, the
outsourced data might be sensitive and an inappropriate disclosure may cause serious
problems for users. Therefore, the proper enforcement of data access control is of
central importance.

Access control (AC) mechanisms comprise a large set of technologies, which in-
clude mechanisms to authenticate and authorize individuals or systems to access data
or resources. In the literature we find two approaches to enforce AC: server media-
ted access control and cryptographically enforced access control (see Table 4.1 for a
comparison). To understand how these approaches work in practice, let us envisage
the following scenario:

There is an online storage server maintained by a third party. The server is
trusted to store the data correctly and to allow authorized users to access or update
the data. Alice wants to store her Personal Health Records (PHR) on the server so
that she can access them from everywhere using an Internet connection. In addition,
Alice wants to share some of her health data with other users, including her general
practitioner and some of her family members or friends. PHRs may contain different
data categories which are sensitive such as details of Alice’s disease, drug usage,
sexual preferences, etc. Therefore, Alice is worried whether her PHRs will be treated
as confidential by the party that runs the server.

1



CHAPTER 1. INTRODUCTION

In practice, examples of online storage servers which allow patients to store and
share their PHRs are web-based PHR systems, such as Microsoft HealthVault.

1.1.1 Server Mediated Access Control

To protect her data, Alice has to specify an AC policy which defines the list of users
and their permissions. The server uses the AC mechanism to enforce the specified
policy. Typically the AC checks whether the user credentials satisfy the AC policy
before they are allowed to access Alice’s data. While this AC mechanism is an
accepted way to protect the data as long as Alice fully trusts the server, this approach
has several limitations when the server cannot be trusted:

• the server has access to the plain data. This might not be a problem if Alice
uses the server to store public information, but it becomes a problem when
Alice stores sensitive information such as her PHRs. In practice, there are
a number of initiatives from different governments around the world, such as
the directive on privacy and electronic communications in the U.S. known as
the Health Insurance Portability and Accountability Act (HIPAA) [99], which
specify rules and standards to achieve security and privacy of health data and
EU Data Directive, which specify rules for protection of personal data within
the EU. However, web-based PHR systems are not covered by these legislations,
thus, companies running these systems have more freedom when it comes to
sharing the stored data.

• the data gets compromised once the server gets compromised. If the server
gets infected by a virus, the virus might be able to avoid or turn off the AC
mechanism. An inappropriate disclosure of Alice’s data can change her life,
and there may be no way to repair such harm financially or technically. For
instance, if Alice has some disease and a prospective employer learns this, then
she might be discriminated when looking for a job. What makes things even
worse is that in reality the data is stored in a distributed fashion across many
storage servers (e.g. in cloud computing the data is stored and processed in
different places). Hence, it is enough for only one server to get compromised,
for Alice’s data to leak.

• the AC policy is not bound to the data. The AC mechanism is only installed on
the server, thus the AC policies are not enforced when the data travels from the
server to the recipient or between servers in a distributed system. In particular,
users do not have mechanisms to bind the AC policy to the data, but they can
only consent to the applicable AC policy and then rely on the server to enforce
it.

To overcome the above limitations, recent proposals in the literature (including
this thesis) do not rely on the fully trusted server to enforce AC policies. Instead,
they exploit the use of cryptography and they assume that the server is not fully
trusted.

2



SECTION 1.1. MOTIVATION

Table 1.1: Data Access Control Enforcement.

AC
Enforcement

Confidentiality against a
(compromised) Server

Policy Bound
to the Data

Expressive
Policies

Server Mediated
AC

NO NO YES

Cryptographically
Enforced AC

YES YES NO

1.1.2 Cryptographically Enforced Access Control
The cryptographically enforced AC approach relies on cryptographic primitives to
enforce the AC policy under the assumption that the server itself is honest-but-
curious; it is honest in the sense that it will store the data correctly and will follow
the protocol, and it is curious in the sense that it wants to learn the content of the
stored data.

When using cryptographically enforced access control Alice protects her data as
follows. Alice maps an AC policy to a key and then locks the data with a key such
that the data becomes self-protected (i.e. the AC policy is bound to the data). After
that, Alice sends her locked data to the server. Since the data is locked, every user
(i.e. including dishonest users) can get the locked data, however, only users who have
the right key can unlock the locked data and access its content. This is important
for situations when the data is stored in a distributed fashion (such as cloud storage)
across many storage servers where, even if all servers get corrupted, the stored data
will not get compromised. Note that under this approach the server does not obtain
the key, otherwise it would have the same limitations as the server mediated access
control approach.

Encryption is an indispensable cryptographic tool, which enables Alice to lock
her data and which guarantees that only authorized users can unlock the data. The
original purpose of encryption is to allow two parties, the sender and the receiver,
to communicate privately over a medium, which might be under the control of an
adversary. An example of such a medium is the Internet. In an encryption scheme,
whenever a sender transmits a message (referred to as the plaintext) to the receiver, it
runs the encryption algorithm which takes as input the plaintext and the encryption
key and outputs a scrambled form of the plaintext, called the ciphertext. The receiver
runs the decryption algorithm which takes as input the ciphertext and the decryption
key and it outputs the original plaintext. In the context of enforcing AC policies, if
Alice uses an encryption scheme to map her AC policy into an encryption key,
then she is assured that only users who have the right decryption key can obtain the
data.

There are two types of encryption schemes: symmetric-key and asymmetric-key.
We now discuss how these encryption schemes can be used by Alice to enforce AC po-
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licies and analyze their limitations. Motivated by these limitations, we then introduce
our main research question.

Access Control using Symmetric-Key Encryption

In symmetric-key encryption [84, 39], also known as private-key encryption, the en-
cryption key and the decryption key are the same. This implies that the key must
be kept secret. Alice can use symmetric-key encryption to enforce her AC policies in
the following manner:

• Alice can generate a secret key and then use the key to encrypt her PHRs.
Alice has “only” to distribute the secret key to authorized parties in order to
allow them to access her data. The limitation of this approach is that the data
sharing is all-or-nothing and Alice does not have the flexibility to choose a
fine-grained AC policy. For instance, Alice does not have the option to restrict
her doctor to access only some categories of her PHRs. Yet another drawback
is that Alice has to distribute the secret key to all intended users and if only
one user is compromised then all her PHRs are compromised.

• Alice can generate one key per category, and then distribute keys to authorized
parties such that they are only allowed to access the specified category. Unfor-
tunately, this approach, similar to the first approach, is too complex since it
requires heavy key pre-distribution. For instance, if Alice wants to allow n par-
ties with different access rights, then Alice has to create and securely distribute
n keys.

Although symmetric-key encryption is efficient in computation, the key management
problem makes it unsuitable for enforcing expressive AC policies when there are a
large number of users involved, which is usually the case when managing PHRs.

Access Control using Asymmetric-Key Encryption

In asymmetric-key encryption [43, 85, 45], also known as public-key encryption (PKE),
the encryption key is public and is mathematically related to the decryption key which
is secret. In particular, one user publishes the public key and everyone can run the
encryption algorithm and convert the plaintext into the ciphertext. However, only
the user who knows the decryption key can convert the ciphertext into the plaintext.

Alice can use asymmetric-key encryption to enforce her AC policies in the follo-
wing manner:

• Alice can generate a key pair and use the generated public key to encrypt
her PHRs. To enable authorized parties to access her data, Alice first has
to download from the server the category of the encrypted data the party is
interested to access and then re-encrypt it under the public key of the intended
party. The drawback of this approach is that Alice has to stay online and be
involved in every request (e.g. from her doctor, family member) to decrypt and
then re-encrypt her PHRs.
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• Alice can directly encrypt her data using the public key of the authorized party.
However, the problem of this approach is that the association between a user
and a public key is one-to-one. This implies that when Alice wants to allow the
same data to be accessed by n users, Alice has to encrypt the same data n times
under n different public keys. This is not efficient both from the communication
and processing point of view. Yet another drawback of this approach is that
Alice has to know the identity of the recipient beforehand. However, there are
many situations when access to the data should depend on user attributes and
not on user identities.

In contrast to the symmetric-key setting, in asymmetric-key setting the encryption
key is public, hence it can be sent from one user to another over a public medium
without compromising the security. This implies that users do not need to share a
key in a secret way prior to their communication.

Access Control using Advanced Asymmetric-Key Encryption

Although cryptographically enforced AC, compared to server mediated AC, provides
better security when enforcing AC policies, it suffers from a major limitation. As we
described above, traditional cryptographic schemes suffer from the key management
problem when they have to enforce expressive AC policies. Therefore, a number of
more advanced asymmetric-key encryption schemes have recently been proposed in
the literature, including proxy re-encryption (PRE) and attribute-based encryption
(ABE).

In PRE, one party (the delegator) assigns a key to a proxy to re-encrypt all
messages encrypted with her public key such that the re-encrypted ciphertext can
be decrypted using another party’s (the delegatee) private key. In the context of
enforcing AC policies, Ateniese et al. [13] show how Alice (the delegator) can use
PRE to enforce her AC policy. Alice first encrypts all her data using her public
key and then uploads the encrypted data to an honest-but-curious server. To allow
authorized users to access her data, Alice computes re-encryption keys and sends
them to the proxy. Whenever a user wants to access Alice’s data, the proxy checks
whether it has a re-encryption key. If so, the proxy re-encrypts (without decrypting)
Alice’s encrypted data so that authorized users can decrypt the data using their
private keys. Note that, unlike in traditional PKE, Alice does not have to download
and then re-encrypt the encrypted data; instead she has to compute re-encryption
keys only. This is important for resource constrained devices that are capable to
perform limited computation, such as to compute re-encryption keys only, but are
not capable to perform more advanced computations, such as to download and re-
encrypt the encrypted data.

The problem with all existing PRE schemes is that the proxy, once it gets one
re-encryption key, is able to re-encrypt all Alice’s ciphertexts so that other users (i.e.
delegatees) can decrypt them using their private keys. Thus, Alice does not have the
flexibility to define a fine-grained AC policy.

ABE, introduced by Waters and Sahai [104], extends traditional encryption such
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that a user is identified by a set of attributes instead of a name. In ABE, both a
user secret key and the ciphertext are associated with a set of attributes. The secret
key can decrypt the ciphertext only if both sets have at least t (threshold value)
attributes in common. Goyal et al. [50] define two flavors of ABE: Ciphertext-Policy
Attribute-Based Encryption (CP-ABE) and Key-Policy Attribute-Based Encryption
(KP-ABE). In CP-ABE [20], a user encrypts the data according to a predicate (i.e. AC
policy) defined over attributes, such that only the user who has a secret key associated
with the attribute set which satisfies the predicate can decrypt the ciphertext. For
example, Alice can encrypt her data according to an AC policy τ = (a1 ∧ a2) ∨ a3.
Another user, say Bob, can decrypt Alice’s data only if his secret key is associated
with one of the following attribute sets: (a1, a2), (a3) or (a1, a2, a3). In KP-ABE [104],
the idea is reversed such that the ciphertext is associated with the attribute set and
the secret key is associated with the predicate defined over attributes. For example,
Alice can receive a secret key associated with the predicate τ = (a1∧a2)∨a3 and can
decrypt every ciphertext that is associated with one of the following attribute sets:
(a1, a2), (a3) or (a1, a2, a3). In general, CP-ABE is more practical than KP-ABE since
it allows the encryptor to define the AC policy. Therefore in this thesis we focus on
CP-ABE.

The main problem with all existing ABE schemes is that they are designed to
work only for static environments. Problems arise when:

• secret keys eventually have to be revoked. Existing ABE schemes provide limited
support for key revocation, a feature which is becoming increasingly important
in modern systems. Key revocation may be necessary due to the following
reasons: a) an attribute is not valid because it has expired, for instance, the
attribute “project manager-January 2011” is valid until January 2011, b) a user
is misusing her secret key, for instance, Alice might give a copy of her secret
key to Bob who is not a legitimate user, or c) a user has lost her secret key.

• AC policies change frequently. Existing ABE schemes do not have efficient
mechanisms to update AC policies.

1.2 Research Statement

As mentioned above, there are various asymmetric-key encryption schemes that can
cryptographically enforce an AC policy, including public-key encryption (PKE), proxy
re-encryption (PRE) and attribute-based encryption (ABE). Motivated by their limi-
tations, in this thesis we pose the following main research question:

Research Question: How to construct cryptographic schemes that
can enforce distributed data access control efficiently in dynamic environ-
ments?
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The above research question asks to improve existing techniques in the following
aspects: i) for PRE to be more expressive without sacrificing the efficiency and ii) for
ABE to be efficient, and also to be suitable for dynamic environments by supporting
updating AC policies and revoking keys.

Note that we do not need to extend i) PRE with respect to updating AC policies
and revoking keys and ii) PKE with respect to efficiency, revoking keys, expressivity
and updating AC policies. For i), updating ciphertexts in PRE is already included in
the definition of PRE, thus updating AC policies, without decrypting the ciphertext,
is supported by default in PRE. In addition, revoking keys in PRE is easily achieved
by using existing revocation techniques in PKE. For ii), there are many schemes in the
literature which are efficient and address key revocation. Therefore in this thesis there
is no need to provide another efficient PKE scheme and to address key revocation. In
addition, updating the ciphertext in PKE is covered by PRE. Indeed, a PRE scheme is
a PKE scheme which supports updating the ciphertext without decrypting it. Finally,
the expressivity of PKE is covered by PRE and ABE; having an expressive PKE was
the initial motivation when introducing PRE and ABE.

We divide the main research question into the following sub-questions:

Q1. How to construct a PRE scheme which can support fine-grained AC policies,
without sacrificing efficiency?

A PRE scheme should guarantee that a user is capable of specifying fine-grained access
control policies such that they can selectively share their data with other parties.
What makes it challenging to construct such a scheme is the requirement that the
delegator has to use only one key-pair and still being able to provide fine-grained
re-encryption capability to his proxy.

Q2. How to construct ABE schemes which are efficient, and support revoking
keys and updating AC policies?

Realizing efficient ABE schemes is important for resource constraint devices. In ge-
neral, ABE schemes are more expensive than traditional PKE and PRE schemes since
in ABE the ciphertext is associated with a predicate over attributes (i.e. the cipher-
text is intended for many users) while in PKE and PRE the ciphertext is associated
with an identity (i.e. the ciphertext is intended for one user). What is challenging
when constructing ABE schemes, which also affects efficiency, is collusion. A collu-
sion resistent scheme does not allow users to combine their secret keys and decrypt
a ciphertext that colluding users separately cannot decrypt. Had it not been for the
collusion resistance requirement, it would have been possible to construct ABE from
PKE directly.

Key revocation is an important requirement in the domain of AC. Users whose
keys are revoked are excluded from the right to access a resource even if they have
the right attributes which satisfy the AC policy. In ABE, key revocation is hard due
to the rich structure of the ciphertext and the secret key.

In practice there are situations in which the data owner wants to update the AC
policy such that new users are allowed to access the data while some old users are

7



CHAPTER 1. INTRODUCTION

not allowed access anymore. There should be efficient mechanisms to enable users to
update the AC policy of the ciphertext without decrypting it. Downloading the data
from the server and then re-encrypting them under a new AC policy is not efficient.
Note that updating ciphertexts is not the same as key revocation since updating
implies revoking old users only for that specific ciphertext.

Since we assume that the data is encrypted before it is stored on an honest-but-
curious server, searching the encrypted data is considerably harder than searching
the plaintext data. In addition, while encryption helps honest users to protect their
sensitive data, the hardness of processing encrypted data without decrypting it, helps
attackers to hide their viruses from being analyzed by Intrusion Detection Systems
(IDS). Following our initial scenario, consider a situation when Alice’s doctor en-
crypts a treatment plan for Alice with the public key of Alice, and stores the plan
in the server, such that only Alice will be able to learn the contents of the data.
However, the computer of the doctor is infected and unbeknown to the doctor it also
embeds malware into Alice’s plan. The server cannot scan the data for malicious
content as the data is encrypted so the burden is on Alice to do the scan. However,
this is not efficient. Once the decryption is performed by Alice, the infected data
compromises Alice’s computer. Since all Alice’s secret keys will get compromised,
the stored data in the server will get compromised as well. Thus, this attack renders
the cryptographically enforced access control approach insecure.

To benefit fully from the advantages of cryptographically enforced access control,
we have to look for solutions that allow Alice to delegate the searching power to the
server in order to search Alice’s ciphertexts (i.e. ciphertexts which are intended for
Alice and created by other users) for malicious content. Therefore in this thesis we
address the following sub-question:

Q3. How to delegate the power to search in the encrypted data?

One way to delegate the search in the encrypted data is to send the decryption key to
the server. Once the server receives the decryption key, it decrypts the data and then
searches on it. However, the drawback of this approach is that the server accesses
sensitive plaintext data. To address this problem there is a need for an efficient
solution allowing the server to search on the encrypted data without decrypting it.

1.3 Contributions

In this thesis we propose cryptographic schemes based on pairings on elliptic curves
over finite fields. Our schemes enrich current cryptographically enforced access
control approach, as illustrated in Figure 1.1. Our high-level goal is to design new
practical yet provably secure cryptographic schemes. We highlight our main contri-
butions as follows:

1. We propose a PRE scheme which enables the delegator to provide a fine-grained
AC policy (Q1).
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2. We propose two CP-ABE schemes which are more efficient and at least as ex-
pressive as the existing state-of-the-art CP-ABE schemes (Q2).

3. We propose a mediated CP-ABE scheme in which dishonest or compromised
users are immediately revoked (Q2).

4. We present a CP-ABE scheme which allows users to update the AC policy of
the ciphertext without decrypting it (Q2).

5. We propose a PKE scheme which allows the secret key holder to delegate to
the server the power to search her ciphertexts for malware without decrypting
it. We are the first to make a connection between searching on encrypted data
techniques and detecting encrypted malware (Q3).

1.4 Outline of the Thesis
We organize the thesis into eight chapters. The outline of the thesis is as follows:

Figure 1.1: Extending the Cryptographically Enforced Access Control approach.

Preliminary Topics – Chapter 2
We present relevant background material and notations that are necessary to

understand the remainder of the thesis. In particular, we give a brief introduction to
relevant notions from mathematics and complexity theory. We also review security
models that we use when we prove the security of our schemes. Finally we formalize
identity-based encryption along with its security definitions.

Fine-Grained AC policy for PRE – Chapter 3
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In this chapter we present the first contribution and address the first sub-question.
In particular, we propose a type-and-identity-based PRE scheme that enables the
delegator to implement different AC policies for his ciphertexts against his delegatees.
To attain our goal, in the proposed scheme, the delegator can categorize his messages
into different types, and delegate the decryption right of each type to the delegatee
through a proxy. One benefit of our scheme is that the delegator only needs one
key pair to provide a fine-grained re-encryption capability to his proxy. In other
words, the delegator needs only one key pair to provide a fine-grained AC policies for
his ciphertexts against his delegatees. The other benefit is that there is no further
assumption on the proxy compared to existing proxy re-encryption schemes. The
contents of this chapter is adapted from two published papers: a workshop paper [5]
and a journal paper [7].

Efficient ABE Schemes – Chapter 4

In this chapter we present the second contribution and address the efficiency
part of the second sub-question. In particular, we propose two CP-ABE schemes
which are more efficient than existing state-of-the-art schemes. The first scheme
can express any policy represented by a Boolean formula involving conjunctions and
disjunctions. In the second scheme, we extend the expressivity of the first scheme by
including threshold operators. Both schemes are secure under standard complexity
assumptions. We provide a comparison of our schemes with existing CP-ABE schemes
and show that our schemes are more efficient, especially the computational work done
by the decryptor is reduced. The contents of this chapter is adapted from a published
conference paper [6].

Key Revocation in ABE – Chapter 5

In this chapter we present the third contribution and address the key revocation
part of the second sub-question. In particular, we propose a mediated CP-ABE scheme
which allows an authority to revoke secret keys. In the proposed scheme the secret
key is divided into two shares, one share for the mediator and the other one for the
user. To decrypt the encrypted data, the user must contact the mediator to receive
a decryption token. The mediator keeps an attribute revocation list and refuses
to issue the decryption token for revoked attributes. Without the token, the user
cannot decrypt the ciphertext, therefore the attribute is implicitly revoked. As an
application of the proposed scheme, we show a general architecture of a web-based
PHR which helps patients to store and distribute their medical records securely. A
precursor to this chapter appears in the workshop paper [4].

Updating AC Policies in ABE – Chapter 6

In this chapter we present the fourth contribution and address the updating AC
policies part of the second sub-question. In particular, we present a new variant of
the CP-ABE scheme which allows users to update the AC policy of the encrypted
data without decrypting the ciphertext. The scheme uses an honest-but-curious
entity, called a proxy, to re-encrypt the encrypted data according to a new AC policy
such that only users who satisfy the new policy can decrypt the data. One of the
distinctive features of the proposed scheme is that it is collusion resistant. The
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collusion resistance feature implies that even if the proxy and delegate collude they
cannot generate a new secret key. This chapter is built on previous work presented
in a patent application and a conference paper [1].

PKE with Delegated Search – Chapter 7
In this chapter we present the fifth contribution and address the third sub-

question. In particular, we propose a PKE scheme where the ciphertext is both
searchable and decryptable (in existing searching on encrypted data schemes the ci-
phertext is searchable only). We construct a mechanism that enables the secret key
holder to provide trapdoors to the server (i.e. delegate the power to the server) such
that the server, given an encrypted data and a word, is able to search whether the
encrypted data contains the word, without decrypting it. Having both searchable
and decryptable ciphertexts is crucial since the server can search the entire contents
of the message, in contrast to the existing searchable PKE schemes where the server
can search only in the metadata part. We show how to apply the proposed scheme in
different applications such as detecting encrypted malware and forwarding encrypted
email. This chapter builds on a conference paper [3].

Conclusion – Chapter 8
In this chapter we provide conclusions and suggestions for future work.

1.5 Conclusion
The approach towards answering our research questions of Section 1.2 is by exploring
proxy re-encryption (PRE), attribute-based encryption (ABE) and traditional public-
key encryption (PKE). The main goal is to achieve better efficiency compared to
existing relevant schemes and to extend existing cryptographic primitives with new
properties which are useful in practice. We also elaborate on several applications for
the proposed schemes in the domain of healthcare. In general, the thesis advances
the field of enforcing AC policies by proposing new schemes along with their security
definitions.
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Chapter2
Preliminary Topics

In this chapter we give the short background necessary to unders-
tand the remainder of the thesis. We start the chapter by giving a brief
introduction to abstract algebra; in particular we explain algebraic struc-
tures such as groups, subgroups and fields. Next, we briefly review ellip-
tic curves and bilinear maps. We also review computational complexity
theory and related complexity assumptions under which our schemes are
proven to be secure. Then, we explain security models. In particular, we
discuss the standard model and two idealized models: the random oracle
model and the generic group model. Finally, we explain identity-based
encryption and its security definitions.

2.1 Abstract Algebra
A group G is a set of elements with an associated binary operation which satisfies
the four group axioms: closure, associativity, the identity property, and the inverse
property [70]. We write (G, ∗) to denote groups whose binary operation is a multipli-
cation and (G,+) to denote groups whose binary operation is an addition. Sometimes
we might abuse the notation and write only G for (G, ∗). A group G with a finite set
of elements is called a finite group. The number of elements in a group G is the order
of group G. A cyclic group is the group which can be generated from a single element
g ∈ G such that, when the binary operation is a multiplication, G = ⟨g⟩ = {gi| i ∈ Z}.
This implies that for any y ∈ G there exists an integer i such that gi = y. Given
a non-empty subset H of the group G defined under a binary operation (∗), H is a
subgroup of G if H is also a group under the operation (∗).

Let n be a positive integer. Let Zn be the set of integers {0, 1, 2, ..., n− 1}. If the
operation in Zn is addition modulo n, then the set Zn is a group of order n. If the
operation in Zn is multiplication modulo n, then the set Zn is not a group (not all
elements in Zn have a multiplicative inverse). Let Z∗

n = {1, 2, ..., n− 1} where n is a
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prime number. If the operation in Z∗
n is multiplication modulo n, then the set Z∗

n is
a group. If n is a safe prime, which means that n = 2p+ 1 with p prime, then there
is a cyclic subgroup G of the group Z∗

n of order p.
A field F is a set of elements with two binary operations, addition and multi-

plication, which satisfy the field axioms: associativity, commutativity, distributivity,
the identity property, and the inverse property [70]. Examples of fields are the real
numbers R, the complex numbers C and the rational numbers Q. A field is finite if
it has a finite number of elements. The order of a field F is the number of elements
in F.

2.2 Elliptic Curves
Koblitz [61] and Miller [71] in their seminal work suggest the use of elliptic curves
over a finite field in cryptography. The main advantage of Elliptic curve cryptography
(ECC) compared to other public key cryptosystems is the short key size. For instance,
the security level provided by a 160-bit key in ECC is the same as the security level
provided by a 1024-bit key of the RSA cryptosystem [80, 44]. This advantage of ECC
over other cryptosystems is due to the lack of efficient algorithms [12] to solve the
discrete logarithm (DL) of the elliptic curve group over finite fields. On the other
hand, the index calculus algorithm can efficiently solve the DL for multiplicative
group over a finite field.

An elliptic curve E over the finite field Fq is the set of points (x, y) which fulfill:

y2 = x3 + ax+ b mod q

along with the special point O known as the point of infinity, where a, b ∈ Fq and q
is a prime power.

2.2.1 Bilinear Maps from Elliptic Curve
The application of bilinear maps to build cryptosystems is proposed by Verheul [101]
and Joux [57]. LetG be an additive group of prime order p, andGT be a multiplicative
group of the same order as G. Let P be a generator of the group G. A pairing (or
bilinear map) e : G×G→ GT has the following properties [27]:

1. Bilinearity: for all u, v ∈ G and any a, b ∈ Z∗
p, we have:

e(ua, vb) = e(u, v)ab.

2. Non-degeneracy: e(P, P ) ̸= 1GT , where 1GT is the identity element of the group
GT .

3. The function e can be efficiently computed.

By modifying the Weil pairing [72] or the Tate pairing [46] on an elliptic curve
E over the finite field Fq one can derive the map e. The reasons for modifying the
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Weil and Tate pairing is because, if unmodified, then the pairing e(P, P ) returns the
identity element 1GT . There are two well known techniques to modify Weil and Tate
parings: distortion maps [102] and trace maps [28]. Distortion maps are applicable
only to a specific class of curves called supersingular curves while the trace map is
more general since it is applicable to all curves.

Most of the pairings used in this thesis will have both inputs from the same group
G, or e : G×G→ GT ; this type of pairing is also known as Type-1 pairing. Type-2
pairings are asymmetric pairings where e : G× Γ→ GT and G ̸= Γ, but there is an
efficiently computable homomorphism ψ : G → Γ. Type-3 pairing are asymmetric
pairings where there is no known efficiently computable homomorphism ψ : G→ Γ.

2.3 Complexity Theory
An encryption scheme is perfectly secure if it is impossible for a computationally
unbounded adversary to extract any information about the plaintext from the ci-
phertext. In terms of information theory, this means that the amount of entropy
for the plaintext given the ciphertext is the same as the amount of entropy for the
plaintext when the ciphertext is not given. Such schemes are also called information-
theoretically secure since their security can be proven purely using information theory.
Shannon [90] proved that the main requirement for a scheme to be perfectly secure
is to have a key space which is at least as large as the message space. The key space
is the set of all keys that can be computed by the key generation algorithm. The
message space is the set of all messages that can be chosen during the encryption
phase. This requirement also implies that during the encryption phase the length of
the key should be the same as the length of the plaintext. The other requirement is
that the key should be used only once. These requirements are too strong for most
practical use.

In this thesis we follow a more practical approach when proving security, which
assumes that adversaries are computationally bounded and run in polynomial time.
In this setting, the word impossible is substituted with infeasible. This implies that
given enough time and computation these schemes can be broken. Such schemes are
known as computationally secure and their security is proven under certain complexity
assumptions.

Complexity theory classifies computational problems according to the resources
required to solve them. Usually the resources being considered are space and time.
An important complexity theory notion is the negligible function. In modern cryp-
tography negligibility is used to show that schemes are secure even if they can be
broken with a negligible probability. All definitions in this section are adapted from
a textbook [70].

Definition. A function ϵ(λ) is said to be negligible in the parameter λ if for every
integer c ≥ 0 there exists an integer λc > 0 such that ε(λ) < λ−c for all λ > λc.

In cryptography λ is called a security parameter. When we design our cryptogra-
phic schemes in the following chapters, the role of λ is very important since the size
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of λ influences many other parameters, including the level of security, the size of the
secret keys, the size of the finite groups, the running time of an algorithm, etc.

Algorithm analysis estimates the running time needed by any algorithm to solve
a given computational problem. The running time of an algorithm is a function
associating the input length to the number of steps executed before the algorithm
terminates. The “worse-case running time” is important in complexity theory since it
represents the upper bound (i.e. the worst case) on the running time of the algorithm
for any input. When analyzing algorithms it is usual to estimate their complexity
using asymptotic measures; this is reflected by the use of the big-O notation.

Definition. Let f, g : R→ R be functions in the parameter λ. Then f(λ) = O(g(λ))
if there exist positive integers c and λ′ such that f(λ) ≤ c · g(λ) for all λ > λ′.

Definition. An algorithm is said to be a polynomial-time algorithm if its worse-case
running time on input λ is of the form O(λc), where c is a constant.

Polynomial-time algorithms are considered to be efficient algorithms. In security
proofs, we will often see that a polynomial-time algorithm, say the algorithm B,
runs as a subroutine another algorithm, say the algorithm A. Since polynomial-
time algorithms are closed under composition, the algorithm A is also a polynomial-
time algorithm. It is also assumed that procedures which initialize B also run in
polynomial time. Throughout the thesis we require all algorithms involved in a
cryptographic scheme to run in polynomial-time. We also require the adversary to
run in polynomial-time; indeed as mentioned above our proposed schemes are secure
against polynomial-time adversaries only.

A deterministic polynomial-time algorithm is an algorithm with an execution path
that is the same each time it gets executed on the same input. A probabilistic
polynomial-time algorithm or a randomized algorithm is an algorithm that, in ad-
dition to its input, gets as input a uniformly-distributed random value. Due to the
used randomness, the execution path of the probabilistic polynomial-time algorithm
is different each time it is executed on the same input.

2.3.1 Complexity Assumptions
In the following we describe the complexity assumptions that we will need when we
prove the security of our schemes. All these assumptions are standard in a sense that
they have been widely accepted by the cryptographic community and are used by
other authors in their security proofs.

Let IG be a polynomial-time algorithm that takes as input the security parameter
λ and outputs the tuple ⟨G, q, g⟩, where G is a cyclic group, q is the order of G, and
g is a generator of G.

• The Discrete Logarithm (DL) assumption. The DL problem in ⟨G, q, g⟩ is
defined as follows: given (g, ga), where a is randomly chosen from Zq, compute
a. A polynomial-time adversary A has advantage ε in solving the DL problem
in ⟨G, q, g⟩ if:

Pr [A(g, ga) = a] ≥ ε ,
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where the probability is over the random choice of a ∈ Zq and the random bits
of A.

• The Computational Diffie-Hellman (CDH) assumption. The CDH problem in
⟨G, q, g⟩ is defined as follows: given (g, ga, gb), where a, b are randomly chosen
from Zq, compute gab. A polynomial-time adversary A has advantage ε in
solving the CDH problem in ⟨G, q, g⟩ if:

Pr
[
A(g, ga, gb) = gab

]
≥ ε ,

where the probability is over the random choice of a, b ∈ Zq and the random
bits of A.

• The Decisional Diffie-Hellman (DDH) assumption. The DDH problem in ⟨G, q, g⟩
is defined as follows: given (g, ga, gb, Z), where a, b are randomly chosen from
Zq and Z is randomly chosen from G, determine if Z = gab. A polynomial-time
adversary A has advantage ε in solving the DDH problem in ⟨G, q, g⟩ if:∣∣Pr [A(g, ga, gb, gab) = 0

]
− Pr

[
A(g, ga, gb, Z) = 0

]∣∣ ≥ ε ,
where the probability is over the random choice of a, b ∈ Zq and Z ∈ G, and
the random bits of A.
The DL, CDH, and DDH assumptions state that no polynomial-time algorithm
can solve the DL problem, CDH problem and DDH problem, respectively, for
⟨G, q, g⟩ generated by IG on input λ with a non-negligible advantage.

The above assumptions are related to each other. For instance, an algorithm that
solves the DL problem can be used to solve both the CDH problem and DDH pro-
blem. An algorithm which solves CDH problem can be used to solve DDH problem.
However, still it is not proven whether an algorithm that solves the DDH problem
can be used to solve the CDH problem.

2.3.2 Bilinear Complexity Assumptions
Let IG be a polynomial-time-algorithm that takes as input the security parameter λ
and outputs the tuple ⟨G,GT , q, g, e⟩, where G,GT are cyclic groups, q is the order
of G, g is a generator of G, and e : G×G→ GT .

• The bilinear Diffie-Hellman (BDH) assumption. The BDH problem in ⟨G,GT , q,
g⟩ is defined as follows: given (g, ga, gb, gc), where a, b, c are randomly chosen
from Zq, compute e(g, g)abc. A polynomial-time adversary A has advantage ε
in solving the BDH problem in ⟨G,GT , q, g⟩ if:∣∣Pr [A(g, ga, gb, gc) = e(g, g)abc

]∣∣ ≥ ε ,
where the probability is over the random choice of a, b, c ∈ Zq and the random
bits of A.
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• The decisional bilinear Diffie-Hellman (DBDH) assumption. The DBDH pro-
blem in ⟨G,GT , q, g⟩ is defined as follows: given (g, ga, gb, gc, Z), where a, b, c
are randomly chosen from Zq and Z is randomly chosen from the target group
GT , determine if Z = e(g, g)abc. A polynomial-time adversary A has advantage
ε in solving the DBDH problem in ⟨G,GT , q, g⟩ if:∣∣Pr [A(g, ga, gb, gc, e(g, g)abc) = 0

]
− Pr

[
A(g, ga, gb, gc, Z) = 0

]∣∣ ≥ ε ,
where the probability is over the random choice of a, b, c ∈ Zq and Z ∈ GT ,
and the random bits of A.
The BDH and DBDH assumptions state that no polynomial-time algorithm can
solve the BDH problem and DBDH problem, respectively, for ⟨G,GT , q, g, e⟩
generated by IG on input λ with a non-negligible advantage.

Note that the DDH assumption does not hold in ⟨G, q, g⟩ when e : G×G→ GT

(Type-1 pairing) [58]. An attacker A can use the properties provided by e to easily
solve the DDH problem as follows: The attacker gets the tuple (g, ga, gb, Z) and
computes e(ga, gb). Next the attacker checks whether e(ga, gb) is equal to e(Z, g).
If they are equal, A knows that Z = gab, otherwise it knows that Z ∈ GT is a
random element. The CDH assumption holds even when G is a bilinear group. In
the literature, groups in which the CDH assumption holds and DDH assumption does
not hold are called gap groups. Similarly, it can be shown that the DDH assumption
does not hold in G and Γ when e : G×Γ→ GT (Type 2 pairing) and when there is a
known efficiently computable isomorphism ψ : G→ Γ. In a similar way, we can show
that an algorithm that solves either CDH problem or DL problem can solve both the
BDH problem and DBDH problem.

However, the DDH assumption does hold in G and Γ when e : G × Γ → GT

(Type 3 pairing) and when there is no known efficiently computable isomorphism
ψ : G→ Γ. This is covered by the following assumption:

• The Symmetric External Diffie-Hellman (SXDH) assumption. Let IG be a
polynomial-time-algorithm that takes as input the security parameter λ and
outputs the tuple ⟨G,Γ,GT , q, g, γ, e⟩, where G,Γ,GT are cyclic groups, q is
the order of G, g is a generator of G, γ is a generator of Γ, and e : G×Γ→ GT .

The SXDH problem in ⟨G,Γ,GT , q, g, γ, e⟩ is defined as follows: given (γ, g, ga,
gb, Z) or (g, γ, γa, γb, Z ′), where a, b are randomly chosen from Zq, Z is ran-
domly chosen from G and Z ′ is randomly chosen from Γ, determine if Z = gab

or Z ′ = γab. A polynomial-time adversary A has advantage ε in solving the
SXDH problem in ⟨G,Γ,GT , q, g, γ, e⟩ if:∣∣Pr [A(γ, g, ga, gb, gab) = 0

]
− Pr

[
A(γ, g, ga, gb, Z) = 0

]∣∣ ≥ ε
or ∣∣Pr [A(g, γ, γa, γb, γab) = 0

]
− Pr

[
A(g, γ, γa, γb, Z ′) = 0

]∣∣ ≥ ε ,
where the probability is over the random choice of a, b ∈ Zq, Z ∈ G and Z ′ ∈ Γ,
and the random bits of A.
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The SXDH assumption states that no polynomial-time algorithm can solve the
SXDH problem for ⟨G,Γ,GT , q, g, γ, e⟩ generated by IG on input λ with a non-
negligible advantage.

In this thesis (in Chapter 7), we also use a slightly stronger variant of the CDH
assumption which we call the modified CDH (mCDH).

• The modified Computational Diffie-Hellman (mCDH) assumption. Let IG be
a polynomial-time-algorithm that takes as input the security parameter λ and
outputs the tuple ⟨G,Γ,GT , q, g, γ, e⟩, where G,Γ,GT are cyclic groups, q is the
order of G, g is a generator of G, γ is a generator of Γ, and e : G× Γ→ GT .

The mCDH problem is defined as follows: given (g, ga, gb, γ, γb), where a, b are
randomly chosen from Zq, compute gab. A polynomial-time adversary A has
advantage ε in solving the mCDH problem in ⟨G,Γ,GT , q, g, γ, e⟩ if:

Pr
[
A(g, ga, gb, γ, γb) = gab

]
≥ ε ,

where the probability is over the random choice of a, b ∈ Zq and the random
bits of A.
The mCDH assumption states that no polynomial-time algorithm can solve
the mCDH problem for ⟨G,Γ,GT , q, g, γ, e⟩ generated by IG on input λ with a
non-negligible advantage.

The mCDH assumption is implied by the following assumption [35].

• The Bilinear Diffie-Hellman in Type 3 (BDH-3) assumption. Let IG be a
polynomial-time-algorithm that takes as input the security parameter λ and
outputs the same tuple as in the mCDH assumption.

The Bilinear Diffie-Hellman in Type 3 (BDH-3) problem in ⟨G,Γ,GT , q, g, γ, e⟩
is defined as follows: given (g, ga, gb, gc) and (γ, γb, γc), where a, b, c are ran-
domly chosen from Zq, compute e(g, γ)abc. A polynomial-time adversary A has
advantage ε in solving the BDH-3 problem in ⟨G,Γ,GT , q, g, γ, e⟩ if:

Pr
[
A(g, ga, gb, gc, γ, γb, γc) = e(g, γ)abc

]
≥ ε ,

where the probability is over the random choice of a, b, c ∈ Zq and the random
bits of A.
The BDH-3 assumption states that no polynomial-time algorithm can solve
the BDH-3 problem for ⟨G,Γ,GT , q, g, γ, e⟩ generated by IG on input λ with a
non-negligible advantage.

Lemma 1. BDH-3 assumption implies the mCDH assumption.

Proof. We show how an algorithm B can break the BDH-3 assumption by running
as a sub-routine the algorithm A that can break the mCDH assumption. To solve
the BDH-3 problem, the algorithm B operates as follows. On input of the BDH-3
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Computational
Problem X //

Reduction B
Solution to X

oo

Scheme Y //
Adversary A

Break of Y
oo

Figure 2.1: Proof by Reduction.

instance (g, ga, gb, gc) and (γ, γb, γc), B passes an instance of the mCDH (g, ga, gb)
and (γ, γb) to A. A solves the mCDH problem by computing gab and sends it to
B. Finally, B solves the BDH-3 problem by computing e(gab, γc) which is equal to
e(g, γ)abc. 2

2.4 Standard Model

A cryptographic scheme is secure in the standard model if its security is proven only
under complexity assumptions. As we explained above, an assumption states that a
specific computational problems, e.g. DLP, cannot be solved by a polynomial-time
algorithm. The strategy for proving the security is by reduction.

Proofs by reduction state that as long as the computational problem is hard to
solve then a given cryptographic scheme is secure. A proof by reduction proceeds as
follows: first we assume that a computational problem X is hard to solve. Then, we
fix a polynomial-time algorithm A against the scheme Y. We also fix a polynomial-
time algorithm B trying to solve X . If A breaks the scheme Y with a non-negligible
probability, then B solves the hard computational problem X with a non-negligible
probability (see Figure 2.1). However, since we assumed that the computation pro-
blem X is hard, we get a contradiction. At this point, we prove the security of the
scheme.

2.5 Idealized Security Models

Proving the security of the scheme in the standard model is usually difficult. Some-
times for a given construction it is hard to construct a reduction algorithm which
reduces the problem of breaking the scheme to the problem of breaking the standard
complexity assumption. In addition, practice has shown that most of the schemes
with a security proof in the standard model are not practical. Indeed, a lot of cryp-
tographic schemes with the security proof in the standard model are designed to
have an efficient reduction algorithm, which renders the scheme inefficient [59, Chap-
ter 11]. As an alternative to the standard model, a number of practical schemes in
cryptography are proven secure in idealized models, such as the random oracle model
[18] and the generic group model [93].
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2.5.1 Random Oracle Model
The security proof in the random oracle model assumes that hash functions are
indistinguishable from random functions. To understand how this model works, we
first explain hash functions, then we explain the random oracle model.

Hash Functions

Hash functions play an important role in cryptography. One application of crypto-
graphic hash functions is to ensure message integrity. For instance, to ensure the
integrity of x the value yx = H(x) is computed. If x is changed to x′, then one hashes
yx′ = H(x′) and checks whether yx = yx′ . If they are not equal, then x has been
changed, otherwise not. Another application of hash functions is for password veri-
fication. Passwords in computers are not stored in cleartext, but to hide them from
unintended users their hash value is stored. When a user wants to access a system,
the password of the user is first hashed and the hash is compared to the stored hash
value. If the hashes are the same then the system assumes that the user knows the
password and is granted access to the computer, otherwise access is denied. For a
formal treatment of hash functions refer to [86].

The Model

In the random oracle model, introduced by Bellare and Rogaway [18], the hash func-
tion is assumed to be indistinguishable from a random function. This model is widely
used when proving security, but does not reflect the real world since there is no real
function which can be implemented as a true random oracle. Nevertheless, a proof
in the random oracle model is better than no security proof at all and it gives a
confidence that the scheme is secure.

In this model an attacker has only oracle access to H and can evaluate it only
by querying the oracle. The oracle is simulated as follows. A simulator answers the
adversary’s queries and maintains a list for all queried inputs xi and their corres-
ponding random values yi. For each query xi the simulator generates a fixed length
random output yi and returns it to the adversary. If the query xi has been previously
asked by the adversary, then the random oracle will output the same value yi as it did
before. This means that we can view the random oracle as a “box” that implements
the hash function H and returns H(x) when evaluated on the input x. Note that
internals of the box are not known to the adversary.

The strategy when proving the security in the random oracle model is by reducing
the security of a system to the solvability of some computationally hard problems
(cryptographic assumptions). For instance, in the same way as we have in the stan-
dard model, if there is an adversary that can break the cryptographic scheme with
the random oracle, then there is an algorithm (i.e. the reduction) that solves the
hard problem. Here the reduction contradicts the complexity assumption, hence the
cryptographic scheme is secure.

As we mentioned above, in practice the random oracle might be instantiated with
a cryptographic hash function. However, Canetti, Goldreich and Halevi [31] show
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Encrypt(m,pk) //
Bob

Request for skBob //
TAskBoboo

Figure 2.2: Identity-Based Encryption.

that there are encryption and signature schemes that are secure in the random oracle
model but, but are insecure for any instantiation of the random oracle as a hash
function.

2.5.2 Generic Group Model

In the generic group model, introduced by Shoup [93], group elements are encoded
as unique random strings, in such a way that the adversary cannot test any property
other than equality (i.e. the adversary is unable to compute group operations by
himself). As in the random oracle model, this model does not reflect the real world
since in practice an adversary has access to an efficient encoding of the group and
is able to compute group operations by himself. While it is preferred to prove the
security of a scheme by reducing the problem of breaking a scheme to a well studied
computational problem, a proof in the generic model gives confidence in the security
of the scheme.

In the generic model, the adversary has access to the oracles that compute group
operations. An adversary sends two random encodings of the group elements and
the group operation to the oracle. The oracle, on input of the two random encodings
of the group elements, outputs a random encoding of a third element. If the scheme
uses groups with pairing, then the adversary has access to an additional oracle for
computing pairing operations. All queries made by the adversary are stored in a list,
and if the adversary makes the same query twice, then the oracle returns the same
answer on each query.

In a similar way as Canetti, Goldreich and Halevi [31] show the problem with the
random oracle model, Dent [41] shows that there exist cryptographic schemes which
are secure in the generic model but which are insecure in practice. Therefore care
must be taken when implementing cryptographic schemes with a security proof in
the generic group model.

2.6 Identity-Based Encryption
This scheme presented in Chapter 3 uses the Identity-Based Encryption (IBE) as a
basic building block. That is why in this section we explain IBE and its security
definition.

In traditional public-key encryption (PKE), the authenticity of cryptographic keys
is important. The party who encrypts the data needs to be assured that the public
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key belongs to the right user who is also in possession of the corresponding private
key. Therefore, there is a need for a Public Key Infrastructure (PKI). In PKI, the
Certificate Authority (CA) generates a digital certificate, which contains a digital
signature, to assure that the public key belongs to the right user. Whenever a user
wants to use a public key, the user has to obtain the digital certificate and verify
the signature. In practice PKI technology suffers from drawbacks such as certificate
verification, revocation, distribution, storage, etc [52].

The concept of IBE was proposed by Shamir [89] in 1984, however, IBE has become
practical only after 2001 when three IBE schemes were proposed by: Boneh and
Franklin [27], Cocks [38] and Sakai, Ohgishi and Kasahara [87]. Unlike in PKE, an
IBE does not require a digital certificate to certify the encryption key (public key)
because the public key of any user can be an arbitrary string (e.g. email address, IP
address). Key escrow is an inherent property in IBE systems - the Trusted Authority
(TA), also referred to as the Key Generation Center (KGC), holds the master key
from which it generates each user’s private key. As mentioned in [36], the key escrow
problem of IBE can be mitigated by applying some standard techniques (such as secret
sharing) to the underlying scheme, hence, we skip any further discussion. IBE is a
suitable technique to be used to exchange emails securely. For example, in Figure 2.2,
when Alice wants to send an encrypted email to Bob, Alice can encrypt the email
using a public key derived from Bob’s identity and send the email via an insecure
channel. Bob can authenticate himself to the TA to get his private key. Unlike in
PKE where the private key and the public key have to be created simultaneously, in
IBE the private key can be generated after the corresponding public key is generated.

Let M be the message space and C the ciphertext space. M is the set of all
messages that can be chosen during the encryption phase and C is the set of all
ciphertext that can be generated by the encryption algorithm. The IBE scheme
consists of four algorithms: Setup, KeyGen, Encrypt and Decrypt, defined as follows:

• Setup(λ). This algorithm takes as input a security parameter λ and outputs
public parameters PP and the master key msk. Public parameters PP contain
descriptions about message spaceM and ciphertext space C.

• KeyGen(msk, id). This algorithm takes as input the master key msk and an
identity id ∈ {0, 1}∗. The algorithm returns the secret key skid.

• Encrypt(m, pkid). This algorithm is a probabilistic algorithm which takes as
input a plaintext m ∈ M and a public key pkid generated from an identity
id ∈ {0, 1}∗. The algorithm outputs a scrambled form of the plaintext, called
ciphertext c ∈ C.

• Decrypt(c, skid). The decryption algorithm Decrypt is a deterministic algorithm
which takes as input a ciphertext c ∈ C and the private key skid and it outputs
either the plaintext m or an error symbol ⊥.

Correctness. We say that IBE is correct if for all security parameters λ ∈ N, for all
master secret keys msk and public parameters PP produced by Setup, for all private
keys skid produced by KeyGen, for all public keys pkid generated from the identity
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id, for all ciphertexts c produced by Encrypt, for every plaintext m ∈ M, we should
have:

Pr

[
(msk,PP)← Setup(λ), skid ← KeyGen(msk, id)
c← Encrypt(m, id) : m← Decrypt(c, skid)

]
= 1 .

2.6.1 Security Definitions
We describe a security property for an IBE scheme which is indistinguishability under
adaptive chosen-ciphertext attacks (IND-ID-CCA). This property guarantees that ci-
phertexts are indistinguishable, and that it is infeasible for an adversary to learn any
information about the plaintext from the ciphertext. The security against IND-ID-
CCA is modelled by an IBE security-game. The security-game is carried out between a
challenger and an adversary A, where the challenger simulates the protocol execution
and answers the queries from A.

Definition. An IBE scheme is said to be indistinguishable under adaptive chosen-
ciphertext attacks (IND-ID-CCA) if no polynomial-time adversary has a non-negligible
advantage against the challenger in the IBE security-game defined as follows:

• Setup: The challenger takes a security parameter λ and runs the Setup algo-
rithm to generate public parameters PP and the master key msk.

• Phase 1: The adversary A takes PP as input and is allowed to issue two type
of queries:

– KeyGen query with any identifier id: The challenger returns the private
key skid corresponding to id.

– Decrypt query with any ciphertext c and any identifier id: The challenger
runs KeyGen to generate the private key skid corresponding to id, and then
returns the value of Decrypt(c, skid).

Once A decides that Phase 1 is over, it outputs two plaintexts m0,m1, such
that |m0| = |m1|, and an identifier id∗ on which it wishes to be challenged. The
only constraint is that id∗ has not been the input to any previous KeyGen query.

• Challenge: The challenger picks a random bit b ∈ {0, 1} and returns c∗ =
Encrypt(mb, id

∗) as the challenge to A.

• Phase 2: A is allowed to continue issuing the same types of queries as in Phase
1. However, it is not allowed to ask a KeyGen query with the input id∗ and a
Decrypt query with the input (c∗, id∗).

• Guess: A outputs a guess b′ ∈ {0, 1}, and wins the security-game if b′ = b.

The advantage of A in winning security-game is defined as:

ADVIND−ID−CCA
A,IBE (λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is taken over the random values chosen by A and the challenger.
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Definition. An IBE scheme is said to be semantically secure against an adaptive
chosen plaintext attack (IND-ID-CPA) if any polynomial time IND-ID-CCA adversary’s
advantage is negligible when it makes no Decrypt query in the IBE security-game.

Apart from semantic security, we can also define the one-wayness for IBE. This
property guarantees that it is hard for an adversary to invert the ciphertext and to
learn the plaintext if the adversary does not hold the receiver’s private key. Formally,
we have the following definition:

Definition. An IBE scheme is said to be one-way if any polynomial time adversary’s
advantage is negligible in the following security-game:

• Setup: The challenger takes a security parameter λ and runs the Setup algo-
rithm to generate public parameters PP and the master key msk.

• KeyGen query: The adversary A takes PP as input and is allowed to issue
any number of KeyGen query with any identifier id: The challenger returns
the private key skid corresponding to id. Once A decides that this phase is
over, it outputs an identifier id∗ on which it wishes to be challenged. The only
constraint is that id∗ has not been the input to any KeyGen query.

• Challenge: The challenger picks a random message m and returns the challenge
c∗ = Encrypt(m, id∗) to A.

• Guess: A outputs a guess m′, and wins the game if m′ = m.

The advantage of A in winning the security-game is defined as Pr[m′ = m], where
the probability is taken over the random values chosen by A and the challenger.

2.6.2 Boneh-Franklin IBE

We briefly review the Boneh-Franklin scheme, which, compared to the original scheme
[27], is slightly modified in the definition of the message domain. Nonetheless, we
still call it the Boneh-Franklin scheme. Indeed, the reason for modifying the Boneh-
Fraklin scheme is to make it compatible with the message domain of the proposed
PRE. Note that the same modifications are also made in [51].

• Setup(λ) : Run by the KGC, given a security parameter λ, the algorithm gene-
rates two cyclic groups G and GT of prime order p, a generator g of G, a bilinear
map e : G×G→ GT , a master secret key msk = α ∈ Z∗

p, and a hash function
H1 : {0, 1}∗ → G 1. Public parameters are PP = (G,GT , p, g,H1, e, pk), where
pk = gα is the public key of the KGC.

In the original Boneh-Franklin scheme, the plaintext space is {0, 1}n where n
is an integer and there is an additional hash function H2 : GT → {0, 1}n.

1A formal definition of hash functions is given in Section 2.5.1
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• KeyGen(msk, id) : Run by the KGC, given a master secret key msk and an
identifier id, the algorithm outputs the private key skid = pkαid, where pkid =
H1(id).

• Encrypt(m, id) : Run by the message sender, given a message m ∈ GT and an
identifier id ∈ {0, 1}∗ the algorithm outputs the ciphertext c = (c1, c2) where
c1 = gr, c2 = m · e(pkid, pk)r, and r ∈ Z∗

p.

In the original Boneh-Franklin scheme, c2 = m⊕ H2(e(pkid, pk)
r).

• Decrypt(c, skid) : Run by the receiver with identifier id, given a ciphertext c =
(c1, c2) and skid, the algorithm outputs the message m = c2/e(skid, c1).

In the original Boneh-Franklin scheme, m = c2 ⊕ H2(e(skid, c1)).

Implied by the security proof of the scheme IBP1 in [51], the Boneh-Franklin
scheme is semantically secure against an IND-ID-CCA attack based on the DBDH
assumption.

2.7 Conclusion
In this chapter we provide all the background information that is needed to unders-
tand the rest of the thesis. In particular, we briefly described groups, fields, elliptic
curves and bilinear maps. We also reviewed complexity assumptions that we will
use to prove the security of our schemes. Finally, we explained security models and
identity-based encryption.
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Chapter3
Fine-Grained Access Policies for
Proxy Re-Encryption

As described in Chapter 1, existing proxy re-encryption schemes pro-
vide limited support for the delegator to express a fine-grained access
control policy. In this chapter we construct a mechanism that enables the
delegator to provide a fine-grained access control policy by allowing the
delegator to categorize his messages into different types. We refer to this
mechanism as a Type-and-Identity-based Proxy Re-Encryption.

We start the chapter with an introduction of related work in proxy
re-encryption. We continue by formally introducing the concept of Type-
and-Identity-based Proxy Re-Encryption along with its security defini-
tion. We then present our construction and its security proof. The
contents of this chapter is adapted from two refereed papers [5, 7].

3.1 Introduction

Proxy re-encryption is a cryptographic method developed to delegate the decryption
rights from one party (the delegator) to another (the delegatee). In a proxy re-
encryption (PRE) scheme, the delegator assigns a key to a proxy to re-encrypt all
messages encrypted with his public key such that the re-encrypted ciphertexts can be
decrypted with the delegatee’s private key. The proxy is a semi-trusted entity i.e. it
is trusted to perform only the ciphertext re-encryption, without knowing the private
keys of the delegator and the delegatee, and without having access to the plaintext.

Since Mambo and Okamoto [68] first proposed the concept of PRE, a number of
PRE schemes have been proposed [21, 55, 56, 51, 69]. In the context of public key
encryption, PRE is used to forward encrypted messages [103] without revealing the
plaintext. For example, in Figure 3.1, Alice (delegator) is the president of a company
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Alice

rkAlice→Bob //
Proxy

Encrypt(m,pkBob) //
Bob

Charlie

Encrypt(m,pkAlice)
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Figure 3.1: Proxy Re-encryption.

who wants to allow her secretary, Bob (delegatee), to read her emails when she is
on vacation (note that Alice cannot give her private key to Bob). Using PRE, Alice
can compute a re-encryption key to allow the proxy to transform a ciphertext for
Alice, generated by Charlie, into a ciphertext for Bob, thus, Bob can decrypt the
re-encrypted data using his private key. In practice the role of the proxy can be
played by a commercial enterprise that has enough computation power to perform
re-encryption services for a large number of users.

Proxy re-encryption has many other promising applications including law en-
forcement [55]. With the increasing privacy concerns over personal data, proxy re-
encryption, in particular IBE proxy re-encryption schemes (due to their benefits [27]),
will find more and more applications. For example, in the healthcare domain, many
regulations, such as HIPPA [99], require that the patient is the owner of his per-
sonal health record and should control the disclosure policy for his Personal Health
Record (PHR). The PHR contains all kinds of health-related information about the
patient [97] and a proper enforcement of access control is one of the central themes
in deploying a secure PHR system.

An observation on the existing PRE schemes is that the proxy is able to re-encrypt
all ciphertexts from the delegator to the delegatee. As a result, it is difficult for the
delegator to implement any further fine-grained cryptographically enforced access
control (AC) policy for multiple delegation services. Suppose the delegator wants
the delegatee to be able to recover different subsets of his messages. In this case,
the delegator can only trust the proxy to enforce his policies by re-encrypting the
legitimate ciphertexts. In practice, this trust assumption might be unrealistic (for
example, the proxy can be corrupted). To solve this problem, an alternative solution
could be that the delegator chooses a different key pair for each delegatee, which is
also unrealistic.

High Level Contributions. In this chapter we propose a type-and-identity-based proxy
re-encryption scheme (TID-PRE) which allows the delegator to define a fine-grained
AC policy. The delegator can categorize messages into different types and delegate the
decryption rights of each type to the delegatee through a proxy. Data categorization
is needed since different data may have different levels of privacy requirements. One
benefit of our scheme is that it does not suffer from key management problem since
the delegator uses only one key pair to compute re-encryption keys. The delegator
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computes re-encryption keys and forwards them to the proxy which will re-encrypt
the data without decrypting them such that the intended delegatee can decrypt
the re-encrypted data using his private key. The other benefit is that there is no
further trust assumption on the proxy compared to existing proxy re-encryption
schemes. However, the proposed scheme only works for the ciphertexts generated by
the delegator.

3.1.1 Related work
Mambo and Okamoto [68] were the first to propose the concept of delegation of
decryption rights in the context of speeding up decryption operations. Blaze et
al. [21] propose the concept of atomic proxy cryptography which is the current concept
of proxy re-encryption. In a proxy re-encryption scheme, the proxy can transform
ciphertexts encrypted with the delegator’s public key into ciphertexts that can be
decrypted with the delegatee’s private key. Blaze et al. base their proxy re-encryption
scheme on the ElGamal scheme [45]. One property of this scheme is that, with
the same proxy key (or the same re-encryption key), the proxy can transform the
ciphertexts not only from the delegator to the delegatee but also from the delegatee
to the delegator. Schemes that have this property are known as “bi-directional” proxy
re-encryption scheme. Bi-directionality might be a problem in some applications, but
it might also be a desirable property in other applications. Jacobsson [56] addresses
this “problem” using a quorum controlled asymmetric proxy re-encryption where
the proxy is implemented with multiple servers and each of them performs partial
re-encryption.

Dodis and Ivan [55] propose a generic construction method for proxy re-encryption
schemes and also provide a number of example schemes. Their constructions are ba-
sed on the concept of secret splitting, which means that the delegator splits his private
key into two parts and sends them to the proxy and the delegatee separately. During
the re-encryption process the proxy performs partial decryption of the encrypted
message using the first part of the delegator’s private key, and the delegatee can
recover the message by performing partial decryption using the second part of the
delegator’s private key. One disadvantage of this method is that it is not collusion-
resistant, i.e. the proxy and the delegatee together can recover the delegator’s private
key. Another disadvantage of this scheme is that the delegatee’s public/private key
pair can only be used for dealing with the delegator’s messages. If this key pair is
used by the delegatee for other encryption services, then the delegator can always
decrypt the ciphertexts.

Ateniese et al. [13] propose several proxy re-encryption schemes based on the
ElGamal scheme. In their schemes, the delegator does not have to interact and share
his private key with the delegatee. The delegator stores two secret keys, a master
secret key and a “weak” secret key. The ciphertext can be fully decrypted using either
of the two distinct keys. Their scheme is collusion-resistant, since only the “weak”
secret key is exposed if the delegatee and the proxy collude but the master key
remains safe. The disadvantage of this scheme is that the delegator has to perform
two levels of encryptions, the first level encryption encrypts messages that can be
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decrypted by the delegator, and the second level encryption encrypts messages that
can be decrypted by the delegator and his delegatee. In addition, Ateniese et al. also
discuss a number of properties for proxy re-encryption schemes in [13].

Recently, two Identity-Based Encryption (IBE) proxy re-encryption schemes were
proposed by Matsuo [69] and Green and Ateniese [51], respectively. The Matsuo
scheme assumes that the delegator and the delegatee belong to the same Key Gene-
ration Center (KGC) and use the Boneh-Boyen encryption scheme [22]. The Green-
Ateniese scheme assumes that the delegator and the delegatee can belong to different
KGCs, and the delegatee needs to obtain the public parameter of the delegator’s
KGC.

3.2 Type-and-Identity-based Proxy Re-encryption
In this section we formalize the concept of TID-PRE. TID-PRE involves four entities:
the trusted authority (TA) or the Key Generation Center (KGC), the delegator, the
proxy and the delegatee. Unlike in traditional PRE, in TID-PRE the delegator in
the encryption phase categorizes his messages into different categories or types (see
Figure 3.2). This enables him to delegate the decryption rights for each type to
a specific delegatee. The delegator is also the only encryptor since ciphertexts are
generated based on the delegator’s secret key.

A TID-PRE scheme consists of the following six algorithms (Setup, KeyGen, Pkeygen,
Encrypt, Preenc, Decrypt):

• Setup(λ) : Run by the trusted authority (TA) or Key Generation Center (KGC)
and takes as input a security parameter λ and outputs the master secret key
msk ∈ K and public parameters PP. The latter contains the master public key
pk ∈ K, which is an implicit input for all other algorithms, and descriptions
about message spaceM and ciphertext space C.

• KeyGen(msk, id) : Run by the TA, the algorithm takes as input the master
secret key msk ∈ K and an identity id, and it outputs a user private key skid.

• Pkeygen(idi, idj , t, skidi): Run by the delegator, the algorithm takes the delega-
tor’s identifier idi, the delegatee’s identifier idj , the type t, and the delegator’s
private key skidi ∈ K as input and outputs the proxy or re-encryption key
rkidi→idj ∈ K.

• Encrypt(m, t, idi) : Run by the delegator the algorithm takes as input a message
m ∈M, a type t, and an identifier id, and it outputs the ciphertext ci ∈ C.

• Preenc(ci, rkidi→idj ): Run by the proxy, the algorithm takes a ciphertext ci and
the re-encryption key rkidi→idj ∈ K as input, and outputs a new ciphertext
cj ∈ C.

• Decrypt(c, skid) : Run either by the delegator or the delegatee, the algorithm
takes as input the ciphertext c ∈ C and the private-key skid ∈ K, and outputs
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either the message m ∈ M or ⊥. The ciphertext c ∈ C can be either equal to
ci ∈ C (produced by Encrypt) or equal to cj ∈ C (produced by Preenc). When
c = ci, the secret key skid is equal to skidi (delegator’s private key) and when
c = cj , the secret key is equal to skidj (delegatee’s secret key).

Correctness. We say that TID− PRE is correct if for all security parameters λ ∈ N,
for all master secret keys msk and public parameters PP produced by Setup, for
all delegators’ skidi and delegatees’ skidj private keys produced by KeyGen, for all
re-encryption keys rkidi→idj produced by Pkeygen, for all ciphertexts ci produced by
Encrypt, for all re-encrypted ciphertexts cj produced by Preenc, we should have:

Pr


(msk,PP)← Setup(λ), skidi ← KeyGen(msk, idi),

skidj ← KeyGen(msk, idj), rkidi→idj ← Pkeygen(idi, idj , t, skidi),
ci ← Encrypt(m, t, idi), cj ← Preenc(ci, rkidi→idj ) :
m← Decrypt(ci, skidi

) ∨m← Decrypt(cj , skidj
)

 = 1 .

3.2.1 Security Definitions

We assume that the proxy is honest-but-curious in the following sense: it will ho-
nestly convert the delegator’s ciphertexts using the proxy key; however, it might try
to actively obtain some information about the plaintexts for the delegator and the
delegatee. The delegatee may be curious in a sense that it may try to obtain some
information about the plaintexts corresponding to the delegator’s ciphertexts which
have not been re-encrypted by the proxy.

As a standard practice, we describe a security-game definition for modelling se-
mantic security against an adaptive chosen plaintext attack (IND-ID-PR-CPA). The
security-game is carried out between a challenger and an adversary, where the chal-
lenger simulates the protocol execution and answers the queries from the adversary.
Note that the allowed queries for the adversary reflect the adversary’s capability in
practice.

Definition. A TID-PRE scheme is said to be secure against an adaptive chosen-
plaintext attack (IND-ID-PR-CPA) if any polynomial-time adversary A has only a
negligible advantage in the TID-PRE security-game defined as follows:

• Setup: The challenger takes a security parameter λ as input, runs the Setup
algorithm to generate public parameters PP and the master key msk.

• Phase 1: The adversary takes PP as input and has access to the following
oracles:

– KeyGen oracle - The adversary queries the oracle with an identifier id.
The challenger returns the private key skid corresponding to id.

– Pkeygen oracle - The adversary queries the oracle with (id, id′, t). The
challenger returns the re-encryption key rkid→id′ for the type t.
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– Preenc oracle - The adversary queries the oracle with (m, t, id, id′). The
challenger first computes c = Encrypt(m, t, id) and then returns a new
ciphertext c′ which is obtained by applying the re-encryption key rkid→id′

to c, where rkid→id′ is issued for type t.

Once the adversary decides that Phase 1 is over, it outputs two equal length
plaintexts m0,m1, a type t∗, and an identifier id∗. At the end of Phase 1, there
are three constraints:

– id∗ has not been the input to any KeyGen query.

– For any id′, if (id∗, id′, t∗) has been the input to a Pkeygen query then id′

should not have been the input to any KeyGen query.

– If there is a Preenc query with (m, t, id, id′), then (id, id′, t) should not have
been queried to Pkeygen.

• Challenge: The challenger picks a random bit b ∈ {0, 1} and returns c∗ =
Encrypt(mb, t

∗, id∗) as the challenge to the adversary.

• Phase 2: The adversary is allowed to continue issuing the same types of queries
as in Phase 1. At the end of Phase 2, there are the same constraints as at the
end of Phase 1.

• Guess: the adversary outputs a guess b′ ∈ {0, 1}, and wins the security-game if
b′ = b.

The advantage of A in winning security-game is defined as:

ADVIND−ID−PR−CPA
A,TID−PRE (λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

Compared with the chosen-plaintext security formalizations in [51, 69], in our
case the categorization of messages is taken into account. The Preenc query reflects
the fact that a curious delegatee has access to the delegator’s plaintexts.

3.3 Construction of TID-PRE

In this section we propose a construction for TID-PRE. As a building block, the
proposed construction uses the modified Boneh-Franklin IBE scheme presented in
Section 2.6. Let (Setup1,KeyGen1,Encrypt1, Decrypt1) be the algorithms of the mo-
dified Boneh-Franklin IBE scheme. The TID-PRE scheme consists of six algorithms
(Setup, KeyGen, Pkeygen, Encrypt, Preenc, Decrypt) defined as follows:
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Alice
//_________

Encrypt(m1,t1,Alice) //

Encrypt(mn,tn,Alice) //
rkAlice→Bob→t1 //

Proxy

Encrypt(m1,Bob) //
Bob

Request for skBob //
KGCskBoboo

Figure 3.2: A Type-and-Identity-Based Proxy Re-Encryption.

• Setup(λ) : Given a security parameter λ, the algorithm generates two cyclic
groupsG andGT of prime order p, a generator g ofG, a bilinear map e : G×G→
GT , a master secret key msk = α ∈ Zp, hash functions H1 : {0, 1}∗ → G and
H2 : {0, 1}∗ → Zp. Public parameters are PP = (G,GT , p, g,H1,H2, e, pk),
where pk = gα is the public key of the KGC.

• KeyGen(msk, id) : This algorithm is the same as KeyGen1.

• Pkeygen(idi, idj , t, skidi): The algorithm takes as input the delegator’s identifier
idi, the delegatee’s identifier idj , the type t, and the delegator’s private key skidi

as input. The algorithm picks X ∈R GT and outputs the re-encryption key:

rkidi→idj = (t, sk
−H2(skidi ||t)
idi

· H1(X),Encrypt1(X, idj)) .

• Encrypt(m, t, idi) : Given a message m, a type t, and an identifier idi, the
algorithm picks r ∈R Z∗

p and outputs the ciphertext ci = (ci1, ci2, ci3) where:

ci1 = gr, ci2 = m · e(pkidi
, pk)r·H2(skidi ||t), ci3 = t .

Note that apart from the delegator, another party cannot run Encrypt since
only the delegator knows skidi .

• Preenc(ci, rkidi→idj ): Run by the proxy, this algorithm takes a ciphertext ci =
(ci1, ci2, ci3) and a re-encryption key rkidi→idj where t = ci3, and outputs a
new ciphertext cj = (cj1, cj2, cj3):

cj1 = ci1 ,

cj2 = ci2 · e(ci1, sk
−H2(skidi ||ci3)
idi

· H1(X))

= m · e(gα, pkrH2(skidi ||t)
idi

) · e(gr, sk−H2(skidi ||t)
idi

· H1(X))

= m · e(gr,H1(X)) ,

cj3 = Encrypt1(X, idj) ,

• Decrypt(c, skid) : This algorithm operates in the following two ways:

33



CHAPTER 3. FINE-GRAINED ACCESS POLICIES FOR PROXY RE-ENCRYPTION

1. If c = ci and skid = skidi , then parse ci as (ci1, ci2, ci3) and output:

m =
ci2

e(skidi , ci1)
H2(skidi ||ci3)

.

2. If c = cj (i.e. cj is a re-encrypted ciphertext) and skid = skidj , then parse
cj as (cj1, cj2, cj3) and output:

m =
cj2

e(cj1,H1(Decrypt1(cj3, skidj )))
.

Correctness. We first show the correctness for Decrypt when it gets as input the
cipheretxt ci produced by Encrypt. Let ci = (ci1 = gr, ci2 = m·e(pkidi

, pk)r·H2(skidi ||t),
ci3 = t) be an encryption of m under the public key pkidi

and type t and let skidi =
pkαidi

be a private key for the identity idi. The Decrypt outputs the message m as
follows:

ci2

e(skidi , ci1)
H2(skidi ||ci3)

=
m · e(pkidi

, pk)r·H2(skidi ||t)

e(pkαidi
, gr)H2(skidi ||ci3)

= m .

Next we show the correctness for Decrypt when it gets as input the ciphertext cj pro-
duced by Preenc. Let cj = (cj1 = gr, cj2 = m · e(gr,H1(X)), cj3 = Encrypt1(X, idj))
be the re-encrypted ciphertext under the public key pkidj

and let skidj = pkαidj
be a

private key for the identity idj . First we run Decrypt1 of IBE to decrypt cj3:

X = Decrypt1(cj3, skidj ) .

Then to compute m the Decrypt proceeds as follows:

cj2
e(cj1,H1(X)))

=
m · e(gr,H1(X))

e(gr,H1(X))
= m .

3.3.1 Efficiency Analysis
In Table 3.1 we count the number of calculations performed in TID-PRE, in particu-
lar we count the number of calculations performed during KeyGen, Pkeygen, Encrypt,
Preenc and Decrypt. The efficiency of TID-PRE is the same as the efficiency of the
Green and Ateniese [51] scheme. Hence, we succeed to have a PRE scheme that
enables the delegator to define a fine-grained AC policy without sacrificing the effi-
ciency.
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Table 3.1: Efficiency of TID-PRE. We denote by - no computations.

Exp.(G) Exp.(GT ) Pairing H1 H2

KeyGen 1 - - - -
Pkeygen 2 - 1 1 1
Encrypt 1 - 1 - -
Preenc 1 - 1 1 1
Decrypt 1 - 1 - -
Decrypt - - 2 1 -
(Re-encrypted Ciphertexts)

KeyGen requires one exponentiation in G. Pkeygen requires two exponentiations
in G, one pairing operation, one hash function H1 and one hash function H2. Note
that the pairing operation is performed in the Encrypt1 algorithm (which is part of
the IBE scheme) and is independent of X and can be computed ahead of time and
only once. If the pairing is computed ahead of time, then the pairing operation
of the Pkeygen is replaced with one exponentiation in GT . Encrypt requires one
exponentiation in G and one pairing operation. The pairing operation here is also
independent of the message m and can be computed ahead of time and only once.
Preenc requires one exponentiation inG, one pairing operation and two hash functions
: H1 and H2. Decrypt requires one exponentiation in G and one pairing operation
when the ciphertext is not re-encrypted, and it requires two pairing operations and
one hash function H1 when the ciphertext is re-encrypted.

3.3.2 Security Proof
In this section we first prove that the proposed scheme is IND-ID-PR-CPA secure in
the random oracle model.

Theorem 1. For the TID-PRE scheme described in Section 3.3, any adversary’s
advantage in TID-PRE security-game is negligible.

Proof. We suppose that the total number of queries issued to H1 and H2 is
bounded by the integer q1 and q2, respectively

1. Suppose an adversary A has the
non-negligible advantage ε in the TID-PRE security-game. The security proof is done
through a sequence of games.

Game0: In this security-game, the simulator B faithfully answers the oracle queries
from A. Specifically, B simulates the random oracle H1 as follows: B maintains a list
of vectors, each of them containing a request message, an element of G (the hash-
code for this message), and an element of Zp. After receiving a request message, B

1For simplicity of description, it is reasonable to assume that the total number is counted for
queries with different inputs.
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first checks its list to see whether the request message is already in the list. If the
check succeeds, B returns the stored element of G; otherwise, B returns gy, where
y is a randomly chosen element from Zp, and stores the new vector in the list. B
simulates the random oracle H2 as follows: B maintains a list of vectors, each of them
containing a request message and an element of Zp (the hash-code for this message).
After receiving a request message, B first checks its list to see whether the request
message is already in the list. If the check succeeds, B returns the stored element
of Zp; otherwise, B returns u which is a randomly chosen element of Zp, and stores
the new vector in the list. Let δ0 = Pr[b′ = b], as we assumed at the beginning,
|δ0 − 1

2 | = ε.

Game1: In this security-game, B performs as follows.

• Setup: B faithfully simulates the setup phase.

• Phase 1: B randomly selects j ∈ {1, 2, · · · , q1 + 1}. If j ≤ q1, we assume the
j-th input to H1 is ĩd. B faithfully answers the oracle queries from A.

• Challenge: After receiving (m0,m1, t
∗, id∗) fromA, if one of the following events

occurs, B aborts as a failure.

– id∗ has been issued to H1 but is not the j-th query,

– id∗ has not been issued to H1 but j ≤ q1.

B faithfully returns the challenge.

• Phase 2: B answers the oracle queries faithfully.

• Guess: the adversary outputs a guess b′ ∈ {0, 1}.

Note that, if the B does not abort and the j-th query has been made in Phase 1,
then id∗ = ĩd. The probability that B successfully ends is 1

q1+1 , i.e. the probability

that B does not abort in its execution is 1
q1+1 . Let δ1 = Pr[b′ = b] when B successfully

ends, in which case δ1 = δ0. Let θ1 be the probability that B successfully ends and
b′ = b. We have θ1 = δ1

q1+1 .

Game2: In this security-game, B simulates the protocol execution and answers the
oracle queries from A in the following way.

• Setup: B faithfully simulates the setup phase. Recall that pk = gα.

• Phase 1: B randomly selects j ∈ {1, 2, · · · , q1+1}. If j ≤ q1, suppose the input
of the j-th query to H1 is ĩd. B answers the oracle queries from A as follows:

– Answer KeyGen faithfully, except that B aborts as a failure when ĩd is the
input to a KeyGen query.
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– Pkeygen query with (id, id′, t): If id = ĩd, B returns the proxy key rkid→id′ ,
where

gt∼id′ ∈R G, Xt∼id′ ∈R GT , rkid→id′ = (t, gt∼id′ ,Encrypt2(Xt∼id′ , id′)).

otherwise, B answers the query faithfully. If id′ has been queried to
KeyGen, when Xt∼id′ is queried to H1 then B returns gt∼id′ · h−1

t∼id′ where
ht∼id′ ∈R G.

– Preenc query with (m, t, id, id′): If id = ĩd, B returns

r ∈R Zp, Xt∼id′ ∈R GT , c
′ = (gr, e(gr,H1(Xt∼id′)),Encrypt2(Xt∼id′ , id′)).

otherwise, B answers the query faithfully.

• Challenge: After receiving (m0,m1, t
∗, id∗) from the adversary, if one of the

following events occurs, B aborts as a failure.

– id∗ has been issued to H1 but is not the j-th query,

– id∗ has not been issued to H1 but j ≤ q1.

Note that, if B does not abort then either j ≤ q1 and id∗ = ĩd is the input to
j-th H1 query or j = q1 +1 and id∗ has not been the input to any H1 query. In
the latter case, B sets H1(id

∗) = gβ where β ∈R Zp, and returns c∗ = (c∗1, c
∗
2, c

∗
3)

as the challenge to the adversary, where:

b ∈R {0, 1}, r ∈R Zp, T ∈R GT , c
∗
1 = gr, c∗2 = mb · T, c∗3 = t∗.

• Phase 2: B answers the oracle queries from A as in Phase 1.

• Guess: the adversary outputs a guess b′ ∈ {0, 1}.

Let θ2 be the probability that B successfully ends and b′ = b. We have θ2 = 1
2(q1+1)

since T ∈R GT . Let E1 be the event that, for some id′ and t, the adversary issues a H2

query with the input gα·β ||t or Xt∼id′ is issued to H1 while id′ has not been issued to
KeyGen. Compared with Game1, Game2 differs when E1 occurs. From the difference
lemma [94], we have |δ2 − δ1| ≤ ε2 which is negligible in the random oracle model
based on the BDH assumption. Note that (Setup1,KeyGen1,Encrypt1,Decrypt1) is
one-way based on the BDH assumption and BDH implies CDH.

From |θ2−θ1| ≤ ε2 and θ2 = 1
2(q1+1) , we have |

1
2(q1+1)−θ1| ≤ ε2. In addition, from

|δ0− 1
2 | = ε, |δ1− δ0| ≤ ε1 and θ1 = δ1

q1+1 , we have
ε

q1+1 ≤
ε1

q1+1 + ε2. Because εi (1 ≤
i ≤ 2) are negligible and ε is assumed to be non-negligible, we get a contradiction. As
a result, the proposed scheme is IND-ID-PR-CPA secure based on the CDH assumption
in the random oracle model, given that (Setup1,KeyGen1,Encrypt1,Decrypt1) is one-
way. 2
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3.4 Properties

Recall that Ateniese et al. [13] describe a number of properties for proxy re-encryption
schemes. Our scheme possesses the following properties:

• Uni-directional. The re-encryption key is generated by the delegator, hence
delegation is only from the delegator to the delegatee but not from the delegatee
to the delegator.

• Non-Interactive. The delegator creates the re-encryption key by himself, neither
the delegatee nor any other party is involved.

• Collusion-Resistant. The delegatee and the proxy together cannot recover
the delegator’s private key skidi ; in particular, they cannot compute new re-
encryption keys for new types from Theorem 1.

3.5 Conclusion
In this chapter we present a TID-PRE scheme which has been proven to be secure
against a chosen plaintext attack. Our scheme enables the delegator to provide
different re-encryption capabilities to the proxy while using the same key pair. The
re-encryption key is constructed by the delegator such that the proxy can use the re-
encryption key to re-encrypt only ciphertext associated with one type. This property
helps the delegator to reduce the trust on the server, since even is the proxy and the
delegatee collude, at most they can learn is the contents of the messages belonging
to one type.
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Chapter4
Efficient Attribute-Based Encryption
Schemes

In the previous chapter we presented an encryption scheme where the
access to the data depends on the name of the user. In this chapter
we present new schemes where the access to the data depends on the
attributes of the user. In particular we propose new ciphertext-policy
attribute-based encryption (CP-ABE) schemes. In CP-ABE the data is
encrypted under an access control policy defined by a user who encrypts
the data and a user secret key is associated with a set of attributes which
identify the user. A user can decrypt the ciphertext if and only if his
attributes satisfy the access control policy. In CP-ABE, since the user en-
forces the access control policy at the encryption phase, the policy moves
with the encrypted data. This is important for data storage servers where
data confidentiality must be preserved even if the server is compromised
or un-trusted.

We begin this chapter with an introduction and review of the related
work on attribute-based encryption (ABE). Then we review the defini-
tions of access structure and access tree, and review two secret sharing
schemes. Next we give a formal definition for CP-ABE along with the
security definition under which our schemes are proven to be secure. We
continue the chapter by proposing two efficient CP-ABE schemes: the
first scheme, which we refer to as basic CP-ABE (B-CP-ABE), can express
any access control policy represented by a formula involving ∧ (and) and
∨ (or) Boolean operators and the second scheme, which we refer to as
extended CP-ABE (E-CP-ABE), can express any access control policy re-
presented by a formula involving the of (threshold) operator, in addition
to the ∧ and ∨ operators. We provide a comparison with relevant CP-
ABE schemes and show that our schemes are more efficient. We also show
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that the proposed schemes are secure under the Decision Bilinear Diffie-
Hellman assumption (DBDH) in the standard model. Finally we discuss
how to update the proposed schemes. The contents of this chapter is
adapted from a refereed conference paper [6].

4.1 Introduction

As mentioned in Chapter 1, traditional public-key encryption (PKE) uses two keys:
a private key which is kept secret and a public key which is widely distributed. For
example, if Alice wants to send a confidential message to Bob, she can encrypt the
message with the public key of Bob and only Bob can decrypt the message using his
private key. In a Public-Key Infrastructure (PKI), a public key must be obtained
from, or at least be certified by the Trusted Third Party (TTP) of the PKI. In
Identity-Based Encryption (IBE), as mentioned in Section 2.6, any string (for example
bob@acm.org) can be used to generate a public key without the involvement of the
TTP [27, 89, 38]. IBE thus allows a degree of flexibility that a PKI cannot offer.
However, if Alice does not know the identity of the recipient, but instead she only
knows certain attributes of the recipient, then neither a PKI nor IBE will work. For
example imagine that Alice wishes to communicate with her former classmates, but
she does not know their email addresses.

The solution to this problem is provided by Attribute-Based Encryption (ABE),
which identifies a user with a set of attributes [104]. In their seminal paper, Sahai
and Waters use biometric measurements as attributes in the following way. A secret
key based on a set of attributes ω, can decrypt a ciphertext encrypted with a public
key based on a set of attributes ω′, only if the sets ω and ω′ overlap sufficiently
as determined by a threshold value t. In the sequel we will refer to the Sahai and
Waters scheme as the SW scheme. A more general policy to decide which attributes
are required to decrypt a message is provided by a Boolean formula. For example
the Boolean formula τ = (class1978 ∧ mycollege ∨ myteacher) states that all
students with the attribute class1978 who studied atmycollege as well as the teacher
possessing the attribute myteacher would satisfy the policy.

There are two variants of ABE: Key-Policy ABE (KP-ABE) [50] and Ciphertext-
Policy ABE (CP-ABE) [20, 37]. In CP-ABE the ciphertext is associated with the
AC policy - the encrypting party determines the AC policy under which the data
can be decrypted, while the secret key is associated with a set of attributes. The
secret key can decrypt a ciphertext only if the attribute set of the secret key satisfies
the AC policy of the ciphertext. In KP-ABE the idea is reversed. In particular, in
KP-ABE the ciphertext is associated with a set of attributes and the secret key is
associated with the AC policy. The encryptor does not define the AC policy and has
no control over who has access to the data except by defining the set of descriptive
attributes necessary to decrypt the ciphertext. The trusted authority who generates
the user’s secret key defines the combination of attributes (i.e. AC policy) for which
the secret key can be used.
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4.1.1 Related Work

Pirretti et al. [83] give a construction and implementation of a modified SW scheme,
which, compared to the original SW scheme, drastically reduces the computational
overhead during the encryption and the key generation phase. The Pirretti et al. [83]
scheme is secure in the random oracle model. Goyal et al. [50] introduce the idea of
KP-ABE where the secret key associated with the access tree, representing the AC
policy, defines which ciphertext a user is able to decrypt. The Goyal et al. scheme is
an extension of the SW scheme where instead of using the Shamir [88] secret sharing in
the key generation phase, the trusted authority uses a more generalized form of secret
sharing to enforce a monotonic access tree. Chase [33] constructs a multi-authority
ABE scheme, which allows multiple independent authorities to monitor attributes
and distribute secret keys. A related work to KP-ABE is predicate encryption or
searching in encrypted data [60, 11, 24, 30]. Predicate encryption has the advantage of
providing ciphertext anonymity by hiding the access structures, however, the system
is less expressive compared to schemes which leave the access structures in the clear.
Smart [95] gives an encryption scheme which encrypts the data according to an
arbitrary collection of identities. However, the problem of attacks from colluding
users is not addressed.

The first CP-ABE scheme proposed by Bethencourt et al. [20] uses threshold secret
sharing to enforce the policy in the encryption phase. We will henceforth refer to
this scheme as the BSW scheme. The main drawback of the BSW scheme is that
it requires polynomial interpolation to reconstruct the secret, thus many expensive
pairing and exponentiation operations in the decryption phase are required. This
scheme is secure in the generic group model. The CP-ABE scheme proposed by
Cheung and Newport [37] does not use threshold secret sharing but uses random
elements to enforce the policy in the encryption phase. We will henceforth refer
to this scheme as the CN scheme. The CN scheme has two drawbacks. First, the
CN scheme is not sufficiently expressive since it supports only policies with the ∧
operator. Second, the size of the ciphertext and the secret key increases linearly with
the total number of attributes in the system. This makes the CN scheme inefficient.
Goyal at el. [49] give a “bounded” CP-ABE construction. The disadvantage of [49] is
that the depth of the access trees d under which messages can be encrypted is defined
in the Setup phase. Thus, the user who wants to encrypt a message is restricted to
use only an access tree which has a depth d′ ≤ d.

High Level Contributions. In this chapter we focus on the efficiency of the CP-
ABE scheme with a security proof based on standard complexity assumptions. Pre-
vious CP-ABE systems could either support only ∧ nodes in the AC policy [37], or
have a security proof only in the generic group model [20] or specify the depth of the
access tree in the Setup phase [49]. We propose schemes which compared to existing
schemes are more efficient and at least as expressive. Our contribution is twofold:

• We present a new technique for realizing CP-ABE schemes which does not use
threshold secret sharing. We will refer to it as the B-CP-ABE scheme. In
this scheme the encryptor defines the privacy policy through an access tree
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which is an n-ary tree represented by ∧ and/or ∨ nodes. Realizing a scheme
which does not use threshold secret sharing is important for resource constraint
devices since calculating polynomial interpolations to construct the secret is
computationally expensive. We compare the efficiency of B-CP-ABE with the
most relevant scheme in the literature, which is the CN scheme, and show
that our scheme is more efficient since it requires fewer computations in key
generation, encryption and decryption phases.

• We provide a second CP-ABE scheme which uses Shamir’s (k, t) threshold secret
sharing technique [88]. We will refer to it as the E-CP-ABE scheme. The
access tree is an n-ary tree represented by ∧, ∨ and of (threshold) nodes. We
compare the efficiency of the E-CP-ABE scheme with the BSW scheme and show
that our scheme requires fewer computations in key generation, encryption and
decryption phases.

4.2 Background
First, we give a definition of an access structure. Next, we introduce the concept of
the access tree. Finally, we briefly review to relevant secret sharing schemes.

4.2.1 Access Structures
Definition. (Access Structure [17]). Let P = {P1, P2, ..., Pn} be a set of parties.
A collection A ⊆ 2P is monotone if ∀B,C: if B ∈ A and B ⊆ C then C ∈ A. An
access structure (respectively, monotone access structure) is a collection (respectively,
monotone collection) A of non-empty subsets of P, i.e. A ⊆ 2P \ {∅}. The sets in A
are called the authorized sets and the sets not in A are called the unauthorized sets.

In CP-ABE, instead of parties we use attributes and the access structure A will
contain the set of authorized attributes.

4.2.2 Access Tree
In our scheme the access structure is represented by an access tree. The access
tree is an n-ary tree, in which leaves are attributes and inner nodes are ∧ and ∨
Boolean operators. Intuitively, the access tree is an AC policy which specifies which
combination of attributes can decrypt the ciphertext. Consider the following example
where a patient wants to specify access restrictions on his medical data. The patient
wants to allow his data to be seen by Doctor A who works at Department A or by
Doctor B who works at Department B. Using Boolean operators the patient defines
the following access structure: τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B) which is
translated into the following access tree:

To decrypt the ciphertext which is encrypted according to τData, the decryptor
must possess a secret key, which is associated with the attribute set which satisfies
τData. To decide whether an access tree is satisfied we interpret each attribute as a
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Figure 4.1: Access tree τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B).

logical variable. Possession of the secret key for the corresponding attribute makes
the logical variable true. If the decryptor does not possess the attribute, the variable is
false. For the AC policy above there are several sets of attributes that can satisfy the
access tree, such as: the secret key associating with the attribute set (Doc.A,Dep.A),
the secret key associating with the attribute set (Doc.B,Dep.B), or the secret key
associating with all attributes defined in the access tree.

4.2.3 Secret Sharing
When we design our CP-ABE schemes, in the encryption phase we map an AC policy
into an encryption key by using two secret-sharing schemes: the Benaloh-Leichter
[19] and the Shamir [88] schemes.

Benaloh-Leichter’s Scheme

Let the secret domain S be the set Zp. The function (s,A), where s ∈ S is the secret
to be shared and A is the monotone access structure, is defined as follows:

• If (s,∧(A1, A2, ..., An)) then
∪

1≤i≤n(si, Ai), where n− 1 shares si are random

elements of Zp, such that 1 ≤ si ≤ p− 1, and the last share sn = s−
∑n−1

i=1 si
1.

• If (s,∨(A1, A2, ..., An)) then
∪

1≤i≤n(s,Ai).

We can illustrate the above formal definition with the following simple example.
Let the monotone access structure A be τData as defined in Section 4.2.2. To share s
according to τData, the Benaloh-Leichter scheme proceeds as follows (the sharing of
s is also illustrated in Figure 4.2):

• Move s to ∨, and assign s to Doc.A ∧ Dep.A and Doc.B ∧ Dep.B.

• Chose at random sA and sC and assign sA to Doc.A and sC to Doc.B. Then
compute sB = s − sA and assign it to Dep.A and compute sD = s − sC and
assign it to Dep.B.

1Note that all calculations are done mod p. However for presentation purposes we omit the mod
operation.
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To compute s, at least two shares are needed: either shares sA and sB , or shares
sC and sD, since s = sA + sB and s = sC + sD. Note that by only knowing either
shares sA and sC , or shares sB and sD, one cannot compute s, since s ̸= sA+sC and
s ̸= sB + sD. In our schemes, first the decryptor needs to have either Doc. A and
Dep. A or Doc. B and Dep. B in order to reconstruct s, and then be able to decrypt
the ciphertext. This will be more clear in the following sections when we will present
our schemes.
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Figure 4.2: Assigning secret shares to each leaf node in the access tree
τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B).

Shamir’s Scheme

In Shamir’s secret sharing scheme [88] a secret s is divided into n shares in such a
way that any subset of t shares, where t ≤ n, can together reconstruct the secret;
no subset smaller than t can reconstruct the secret. The technique is based on
polynomial interpolation, where a polynomial y = f(x) of degree t − 1 over a finite
field F is uniquely defined by t points (xi, yi). The details of the scheme are as follows:

• Let the secret domain S be the set {0, ..., p−1}. To share a secret s ∈ S among
n parties, the scheme proceeds as follows:

– Define a0 = s.

– Select t − 1 random coefficients (a1, ...., at−1) ≤ p − 1, and construct the
polynomial f(x) = Σt−1

j=0ajx
j .

– Compute si = f(i) and assign the share (i, si) to the party pi.

Any group of t or more parties can pool their distinct shares together and recons-
truct s. Let (1, s1), (2, s2), ..., (t, st) be shares that can reconstruct the secret s. The
secret s is reconstructed as follows:

• Define (x0, y0) = (1, s1), (x1, y1) = (2, s2), ..., (xt−1, yt−1) = (t, st).

• Compute the Lagrange coefficients lj(x) = Π1≤j≤t,j ̸=i
x−xj

xi−xj
.
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• Define the polynomial f(x) = Σt−1
j=0yj lj(x) and output the secret f(0) = a0 = s.

Note that the following system of equations:

f(i1) = a0 + a1i1 + ...+ at−1i1
t−1 ,

f(i2) = a0 + a1i2 + ...+ at−1i2
t−1 ,

...

f(it) = a0 + a1it + ...+ at−1it
t−1 ,

has a unique solution for (a0, ..., at) based on the non-zero Vandermonde matrix:

△ =


1 i1 . . . it−1

1

1 i2 . . . it−1
2

...
...

. . .
...

1 it . . . it−1
t

 .

We can illustrate Shamir’s secret sharing with the following example. Let the mo-
notone access structure A be τ ′Data = 2 of (Doc.B,Dep.B,Specialist). To share s
according to A, the Shamir’s secret sharing scheme proceeds as follows (the sharing
of s is also illustrated in Figure 4.3):

• Select one random coefficient a1 ≤ p− 1, and construct the polynomial f(x) =
s+ a1x.

• Compute:

f(A) = s+ a1A ,

f(B) = s+ a1B ,

f(C) = s+ a1C ,

and assign the share (A, f(A)) to Doc. B, (B, f(B)) to Dep. B and (C, f(C))
to Specialist.

ofs

(A,s+a1A)

uukkkkkkkkkkkkkkkkk

(B,s+a1B)

��

(C,s+a1C)

))TTTTTTTTTTTTTTTTT

Doc.B Dep.B Specialist

Figure 4.3: Assigning secret shares to each leaf node in the access tree
τ ′
Data = 2 of (Doc.B,Dep.B, Specialist).

Any two shares can reconstruct s. Let (A, f(A)), (C, f(C)) be shares to recons-
truct the secret s. The secret s is reconstructed as follows:
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• Define (x0, y0) = (A, sA) and (x1, y1) = (C, sC).

• Compute the Lagrange coefficients:

l0(x) =
x− C
A− C

, l1(x) =
x−A
C −A

.

• Define the polynomial f(x) = f(A) · l0 + f(C) · l1 and output the secret:

f(0) = sA · l0(0) + sC · l1(0)

= (s+ a1A) ·
0− C
A− C

+ (s+ a1C) ·
0−A
C −A

= s .

4.3 Ciphertext-Policy ABE
In this section we formally define the algorithms of CP-ABE. A CP-ABE scheme
consists of four algorithms [20]:

• Setup(λ). Run by the trusted authority (TA) this algorithm takes as input a
security parameter λ and outputs the public parameters PP and a master key
msk ∈ K. The public parameters define a universe (set) of attributes Ω, and
give descriptions about message spaceM and ciphertext space C.

• KeyGen(ω,msk). Run by the trusted authority this algorithm takes as input the
master key msk ∈ K and a set of attributes ω ⊆ Ω. The algorithm outputs a
secret key skω ∈ K associated with ω.

• Encrypt(m, τ). Run by the encryptor this algorithm takes as input a message
m ∈ M, and an AC policy τ . The algorithm will return the ciphertext cτ ∈ C
such that only users who have the secret key skω associated with the attributes
that ω that satisfies the access tree τ will be able to decrypt the ciphertext.

To avoid confusion, in the sequel we will refer to τ as the AC policy only.

• Decrypt(cτ , skω). Run by the decryptor this algorithm takes as input a cipher-
text cτ ∈ C, a secret key skω ∈ K associated with ω ⊆ Ω, and it outputs a
message m ∈M or an error symbol ⊥.

We assume that the TA is responsible to publish a universe (set) of attributes
Ω. For instance, in a healthcare domain, TAHealthcare may be responsible to publish
ΩHealthcare, which may contain attributes such as: doctor, nurse, HIV patient etc,
and in a university domain, TAUniversity may be responsible to publish ΩUniversity,
which may contain attributes such as: job position, age, research interest etc. We
also assume that the process of obtaining a secret key skω associated with a set of
attributes ω is straightforward, that is, the user has to go to the TA to apply for skω
and prove that he/she indeed possesses the attribute set ω.
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Correctness. We call a CP-ABE correct if decrypting a ciphertext cτ with a secret
key skω, such that the attribute set ω satisfies the ciphertext’s AC policy τ , always
results in the same messagem as was input by the Encrypt algorithm when it produced
the ciphertext cτ . More precisely:

Pr

[
(msk,PP)← Setup(λ), skω ← KeyGen(ω,msk),
cτ ← Encrypt(m, τ) : m← Decrypt(cτ , skω)

]
= 1 .

4.3.1 Security Definitions
Indistinguishability under chosen-plaintext attack is modelled by a security-game.
The security-game is carried out between a challenger and an adversary A, where the
challenger simulates the protocol execution and answers queries from A.

Definition. A CP-ABE scheme is said to be secure against chosen-plaintext attacks
IND-sAtt-CPA if any polynomial-time adversary A has only a negligible advantage in
the CP-ABE selective security-game defined as follows:

• Init. The adversary A chooses the challenge AC policy τ∗ and gives it to the
challenger.

• Setup. The challenger runs Setup to generate (PP,msk) and gives the public
parameters PP to A.

• Phase1. A makes a secret key request to the KeyGen oracle for any attribute
set ω = {aj |aj ∈ Ω}, with the restriction that aj ̸∈ τ∗. The challenger runs
KeyGen(ω,msk) and returns skω to A.

• Challenge. A sends to the challenger two messages m0,m1 such that |m0| =
|m1|. The challenger picks a random bit b ∈ {0, 1} and returns to A the chal-
lenge ciphertext cb ← Encrypt(mb, τ

∗,PP).

• Phase2. A can continue querying KeyGen with the same restriction as in Phase1.

• Guess. A outputs a guess b′ ∈ {0, 1}, and wins the game if b′ = b.

The advantage of A in winning the security-game is defined as:

ADVIND−sAtt−CPA
A,CP−ABE (λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

In IND-sAtt-CPA, the adversary A must provide the challenge AC policy τ∗ he
wishes to attack before he receives the public parameters PP (i.e. the adversary A
must provide τ∗ in the Init phase). This means that if A in the Init phase picks
the challenge AC policy τ∗ = (A ∧ B) ∨ C, then in Phase1 A can make secret key
requests to KeyGen oracle for any attribute set ω with the restriction that attributes
A,B,C ̸∈ ω. This model is known as selective-attribute (sAtt) model and can be
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considered to be analogous to the selective-ID (sID) model [23, 30, 32] used in IBE
schemes. In the sID model A commits ahead of time to the ID∗ it will attack. This
commitment forces A to make secret key requests to the KeyGen oracle for any ID
such that ID ̸= ID∗.

Recently Okamoto and Takashima [81] and Lewko et al. [63] propose fully secure
ABE schemes in which the adversary announces τ∗ in the Challenge phase.

4.4 Construction of B-CP-ABE
The algorithms of the B-CP-ABE scheme are defined as follows:

• Setup(λ) : On input of the security parameter λ, the algorithm operates as
follows:

– Generate a bilinear group G of prime order p with a generator g and
bilinear map e : G×G→ GT .

– Generate the attribute set Ω = {a1, a2, . . . an}, for some integer n, and
random elements α, t1, t2 . . . tn ∈ Zp.

Let y = e(g, g)α and {Tj = gtj}1≤j≤n. The public parameters are PP =
(e, g, y, {Tj}1≤j≤n) and the master secret key is msk = (α, {tj}1≤j≤n).

• KeyGen(ω,msk) : The algorithm operates as follows:

– Select a random value r ∈ Zp and compute d0 = gα−r.

– For each attribute aj in ω compute dj = grt
−1
j .

The algorithm returns the secret key skω =
(
d0, {dj}aj∈ω

)
.

• Encrypt(m, τ) : To encrypt a messagem ∈ GT the algorithm proceeds as follows:

– Select a random element s ∈ Zp and compute:

c0 = gs ,

c1 = m · ys = m · e (g, g)αs .

– Set the value of the root node of τ to be s and use the Benaloh-Leichter
scheme presented in Section 4.2.3 to assign shares to the leaves of τ . This
procedure is defined as follows. First, all child nodes are marked as un-
assigned and the root node is marked as assigned. Then, recursively, for
each un-assigned non-leaf node, do the following:

∗ If the symbol is ∧, assign a random value si where 1 ≤ si ≤ p − 1
to each child node except to the last one. Assign the value st =
s−

∑t−1
i=1 si to the last child node. Mark this node assigned.

∗ If the symbol is ∨, set the values of each child node to be s. Mark
this node assigned.

48



SECTION 4.4. CONSTRUCTION OF B-CP-ABE

– For each leaf attribute aj,i ∈ τ , compute cj,i = T si
j where i denotes the

index of the attribute in τ .

Figure 4.4 is an example of the generation of ciphertext components according
to the AC policy τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B). We assume that
gt1 is assigned to the attribute Doc.A, gt2 is assigned to the attribute Dep.A, gt3

is assigned to the attribute Doc.B and gt4 is assigned to the attribute Dep.B.
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Figure 4.4: Generating ciphertext components according to the AC policy
τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B).

The algorithm returns the ciphertext cτ =
(
τ, c0, c1, {cj,i}aj,i∈τ

)
.

• Decrypt(cτ , skω) : If ω does not satisfy τ , return ⊥, otherwise the algorithm
chooses the smallest set ω′ ⊆ ω (we assume that this can be computed efficiently
by the decryptor) that satisfies τ and proceeds as follows:

– compute:

Z(1) =
∏

aj∈ω′

e (cj,i, dj) ,

– compute:

Z(2) = e (c0, d0) · Z(1) ,

– Return m′, where

m =
c1
Z(2)

.

In the scheme, when a message sender encrypts a message, along with the encryp-
ted message, the sender specifies in cleartext the AC policy τ used to encrypt the
message. However, the AC policy may reveal some sensitive information about the
message being encrypted. Suppose, Alice encrypts the message under the AC po-
licy Psychiatrist ∧ Neurologists. From the AC policy, an adversary may conclude that
Alice has a mental disorder. The ideal solution to prevent the adversary or unin-
tended decryptor to learn some information about the message being encrypted is
to remove the AC policy from the ciphertext. Therefore, to decrypt the ciphertext,
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the decryptor must try all possible attributes until the AC policy is satisfied. Al-
though this can be computationally inefficient, it ensures that if the decryptor does
not posses the right attributes he learns almost nothing about the AC policy which
controls access to the message. Moreover, he doesn’t learn the attribute list that he
has to obtain from the trusted authority in order to decrypt the message.

Collusion Resistant. The most important property of an CP-ABE scheme is col-
lusion resistance. This means that different users cannot combine their secret keys
and decrypt a ciphertext that the colluding users separately should not have access
to. To prevent collusion, the KeyGen algorithm of our scheme generates a different
random value r for each user. Hence, keys generated for different users cannot be
combined since they are randomized or personalized. Informally speaking, to decrypt
the ciphertext the attacker must know how to recover e(g, g)αs. However, to do that
the attacker first has to recover e(g, g)rs, which would require the attacker to posses
the secret key blinded with the same random value r.

Correctness. Let cτ = (τ, c0 = gs, c1 = m · e(g, g)αs, {cj,i = gtjsi}aj,i∈τ ) be a

ciphertext generated by Encrypt(m, τ) and skω = (d0 = gα−r, {dj = grt
−1
j }aj∈ω) be

a secret key generated by KeyGen(ω,msk) such that the attribute set ω satisfy the
AC policy τ . Let ω′ ⊆ ω be the smallest subset which satisfies τ . Note that if
τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B) and ω = (Doc.A,Dep.A,Dep.B), then
ω′ = (Doc.A,Dep.A). The reason for chosing ω′ is that we need to use the correct
shares to reconstruct s. If we use ω, then we cannot reconstruct s since s ̸= s1+s2+s4,
however, if we use ω′ then we can reconstruct s since s = s1 + s2.

The correctness of the construction demonstrates that when running Decrypt with
key skω on a ciphertext cτ results in the same message m as was input by the Encrypt
algorithm when it produced the ciphertext cτ . We observe that:

Z(1) =
∏

aj∈ω′

e
(
T si
j , g

rt−1
j

)
=

∏
aj∈ω′

e
(
gtjsi , grt

−1
j

)
= e (g, g)

rs

and

Z(2) = e (c0, d0) · e(g, g)rs

= e
(
gs, gα−r

)
· e (g, g)rs

= e (gs, gα) .

To output m, Decrypt computes:

c1
Z(2)

=
m · e (g, g)αs

e (gs, gα)
= m .
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4.4.1 Efficiency Analysis
In Table 4.1 we compare our B-CP-ABE scheme to the CN scheme. Our scheme
requires fewer computations when running Encrypt, KeyGen and Decrypt than the CN
scheme.

In our scheme, the number of calculations for Encrypt depends on the number
of attributes in the AC policy τ . Thus, Encrypt requires |τ | + 1 exponentiations in
G and one exponentiation in GT . The number of calculations for KeyGen depends
on the number of attributes in the set ω that the user has. Thus, KeyGen requires
|ω| + 1 exponentiations in G. The number of calculations in Decrypt depends on
the number of attributes in the attribute set ω′. Thus, Decrypt requires |ω′| + 1
pairing operations. Decrypt also requires |ω′| multiplications but no exponentiations
in GT . Typically, in a bilinear groups a pairing operation is more expensive than
an exponentiation, while an exponentiation is more expensive than a multiplication.
Hence, when constructing our scheme we are focused on minimizing the number of
pairing operations in the Decrypt phase.

Table 4.1: Comparison of our B-CP-ABE scheme with the CN scheme.

B-CP-ABE CN
Exp.(G) Exp.(GT ) Pairing Exp.(G) Exp.(GT ) Pairing

Encrypt |τ |+1 1 - |Ω|+1 1 -
KeyGen |ω|+1 - - |Ω|+1 - -
Decrypt - - |ω′|+1 - - |Ω|+1

Ω is the set of all attributes defined in the Setup phase .
τ is the access policy .
ω is the set of attributes the user has and ω ⊆ Ω .
ω′ the set of attributes satisfying the access policy and ω′ ⊆ ω .

4.4.2 Security Proof
We prove the following theorem:

Theorem 2. Suppose the adversary A can win the CP-ABE security-game with a
non-negligible advantage ε. Then we construct a polynomial-time reduction B that is
able to solve the DBDH assumption with advantage ε

2 .

Proof. The challenger sets the groups G and GT , a generator g of group G, a mapping
function e, and selects at random: a, b, c, θ ∈ Zp. The challenger flips a coin µ and
sets Zµ = e(g, g)abc if µ = 0 and Zµ = e(g, g)θ otherwise. The challenger gives to the
simulator B the DBDH instance: (g,A,B,C, Zµ) = (g, ga, gb, gc, Zµ). B will act as
A’s challenger in the IND-sAtt-CPA security-game as follows:

• Init. A chooses the challenge AC policy τ∗ and gives it to B.
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• Setup. B selects at random x′ ∈ Zp and implicitly sets α = ab + x′ by letting

e(g, g)α = e(g, g)ab · e(g, g)x′
. For each aj ∈ Ω, B picks a random kj ∈ Zp and

sets Tj = B1/kj (thus tj = b/kj) if aj ̸∈ τ∗ or Tj = gkj if aj ∈ τ∗ (thus tj = kj).
B sends the public parameters PP = (e, g, y, {Tj}1≤j≤n) to A.

The distribution of the PP is identical to the PP of the scheme since by the
DBDH assumption g is a random generator and a, b are random exponents
(thus α in the view of A will be a random variable with the same distribution
as in the scheme). Furthermore, the values of tj are also random in the view of
A since the kj ’s are chosen at random from Zp.

• Phase1. A makes secret key requests for any set of attributes ωj = {aj |aj ∈ Ω}
with the restriction that aj ̸∈ τ∗. On each request B chooses a random variable

r′ ∈ Zp and sets d0 = gx
′−r′b (implicitly it sets r = ab+ r′b). The value of r is

random in the view of A since r′ is chosen at random from Zp. Therefore the
distribution of d0 is the same as in the scheme since:

d0 = gx
′−r′b

= gα−ab−r′b

= gα−(ab+r′b)

= gα−r .

For each aj ∈ ωj , B has to construct secret key components of the form dj =

grt
−1
j . Since B implicitly sets r = ab + r′b and tj = b/kj for each aj ̸∈ τ∗, the

valid form of the secret key component would be dj = g(ab+r′b)kj/b. For each

aj ∈ ωj , B sets dj = Akjgkjr
′
. This is a valid secret key component and can be

computed by B since:

dj = g(ab+r′b)kj/b

= gakjigkjr
′

= Akjgkjr
′
.

B sends the secret key skωj = (d0, {dj}aj∈ωj ) to A.

• Challenge. A submits two messages m0,m1 ∈ GT such that |m0| = |m1|. B flips
a fair binary coin b ∈ {0, 1}, and returns the encryption of mb. The encryption
of mb is done as follows:

– Use gc and Zµ from the DBDH instance to compute c0 and c1, such that:

c0 = gc ,

c1 = mb · Zµ · e (g, g)cx
′
.
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Note that if Zµ = e(g, g)abc, then c1 is a valid ciphertext component since:

c1 = mb · Zµ · e (g, g)cx
′

= mb · e (g, g)abc · e (g, g)cx
′

= mb · e (g, g)(ab+x′)c

= mb · e (g, g)αc .

– Next, B sets the value of the root node of τ∗ to be gc and it marks all child
nodes as un-assigned and it marks the root node assigned. Recursively,
for each un-assigned non-leaf node B operates as following.

∗ If the symbol is ∧, for each child except the last one B chooses hi
where 1 ≤ hi ≤ p − 1, and assigns ghi to them, and to the last child
it assigns ght = gc/

∑t−1
i=1 g

hi . Mark this node assigned.

∗ If the symbol is ∨, set the values of each child node to be gc. Mark
this node assigned.

Note that B implicitly uses the Benaloh-Leichter secret sharing scheme to
share c in the exponent, without knowing it.

– For every aj,i ∈ τ∗, compute cj,i = ghikj .

The ciphertext cτ∗ = (τ∗, c0, c1, {cj,i}aj,i∈τ∗) is sent to A as a “challenge ci-
phertext”.

• Phase2. A can continue with the secret key requests with the same restriction
as in Phase1.

• Guess. A outputs a guess b′ ∈ {0, 1}.

If b′ = b, B will guess that µ = 0 and Zµ = e(g, g)abc, otherwise B will guess that
µ = 1 and Zµ = e(g, g)θ. When Zµ = e(g, g)abc, B gives a perfect simulation of the
scheme since cτ∗ is a valid ciphertext. Therefore the advantage of A is:

Pr
[
b′ = b|Zµ = e(g, g)abc

]
=

1

2
+ ε .

If µ = 1 then Zµ = e(g, g)θ and cτ∗ is a random ciphertext for A. Hence, A does
not gain information about mb and the advantage of A is:

Pr
[
b′ ̸= b|Zµ = e(g, g)θ

]
=

1

2
.

Since B guesses µ′ = 0 when b′ = b and µ′ = 1 when b′ ̸= b, the overall advantage of
B to break the DBDH assumption is:

1

2
Pr [µ′ = µ|µ = 0] +

1

2
Pr [µ′ = µ|µ = 1]− 1

2
=
ε

2
. 2
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4.5 Construction of E-CP-ABE
In the B-CP-ABE scheme the AC policy is an n-ary tree represented by ∧ and ∨
nodes. This allows the user who performs encryption to express any privacy policy
using Boolean formulas. Ideally, we would like to have an n-ary AC policy which
supports of (threshold) operators, similar to the BSW scheme. The essential idea
behind the threshold operator is to allow the encryptor to define the minimum number
of attributes from a given list of attributes that the decryptor has to possess in order
to decrypt the message. For instance, to decrypt the ciphertext encrypted under the
policy τ ′Data = 2 of (Doc.B,Dep.B,Specialist), the decryptor must have at least two
out of three attributes. We now present our version of the four E-CP-ABE algorithms:

• Setup is the same as in the B-CP-ABE scheme.

• KeyGen is the same as in the B-CP-ABE scheme.

• Encrypt(m, τ) : To encrypt a messagem ∈ GT the algorithm proceeds as follows:

– Select a random element s ∈ Zp and compute:

c0 = gs ,

c1 = m · ys = m · e (g, g)αs .

– Set the value of the root node to be s, mark all child nodes as un-assigned,
and mark the root node assigned. Recursively, for each un-assigned non-
leaf node, do the following:

∗ If the symbol is of, the secret s is divided using (t,n) Shamir’s secret
sharing technique where t ̸= n, and n is the total number of child
nodes and t is the number of child nodes necessary to reconstruct the
secret. To each child node a share (i, si = f(i)) is assigned. Mark this
node assigned.

∗ If the symbol is ∧, the secret s is divided using (t,n) Shamir’s secret
sharing technique where t = n, and n is the number of the child nodes.
To each child node a share (i, si = f(i)) is assigned. Mark this node
assigned.

∗ If the symbol is ∨, the secret s is divided using (t,n) Shamir’s secret
sharing technique where t = 1 and n is the number of the child nodes.
To each child node a share (i, si = f(i)) is assigned. Mark this node
assigned.

– For each leaf attribute aj,i ∈ τ , compute cj,i = T si
j , where i denotes the

index of the attribute in the AC policy.

The algorithm returns the ciphertext: cτ =
(
τ, c0, c1, {cj,i}aj,i∈τ

)
.

• Decrypt(cτ , skω) : If ω does not satisfy τ , return ⊥, otherwise the algorithm
chooses the smallest set ω′ ⊆ ω that satisfies τ and proceeds as follows:

54



SECTION 4.5. CONSTRUCTION OF E-CP-ABE

– compute:

Z(1) =
∏

aj∈ω′

e (cj,i, dj)
li(0) ,

where li(0) for i ∈ Zp is a Lagrange coefficient that can be computed by
everyone who knows the index of the attribute in the AC policy.

– Compute:

Z(2) = e (c0, d0) · Z(1) ,

– Return m′, where

m =
c1
Z(2)

.

Correctness. The correctness of E-CP-ABE is similar to the correctness of B-CP-
ABE. The only difference is in Decrypt when computing Z(1). We observe that:

Z(1) = e(T si
j , g

rt−1
j )li(0)

=
∏

aj∈ω′

e(gtjsi , grt
−1
j )li(0)

=
∏

aj∈ω′

e(g, g)rsili(0)

= e(g, g)rs .

Since the value of Z(1) is the same as the value of Z(1) of the B-CP-ABE scheme, the
values of Z(2) and m are computed in the same way as in the B-CP-ABE scheme.

4.5.1 Efficiency Analysis

In Table 4.2 we give a comparison of the efficiency of our E-CP-ABE scheme to the
BSW scheme. Compared to the BSW scheme, our scheme is more efficient since it
requires fewer computations for Encrypt, KeyGen and Decrypt.

In E-CP-ABE the number of calculations for Encrypt depends on the number of
attributes in the AC policy τ and the number of calculations for KeyGen depends
on the number of attributes in the set ω that the user has. Thus, Encrypt requires
|τ | + 1 exponentiations in G and one exponentiation in GT and KeyGen requires
|ω| + 1 exponentiations in G. E-CP-ABE differs from B-CP-ABE in the number of
calculations in the Decrypt. E-CP-ABE uses Shamir secret sharing to enforce the AC
policy in Encrypt. Hence, to reconstruct the secret s in the exponent, in Decrypt the
user needs to compute Lagrange coefficients and use them as exponents for elements
in group GT . In total Decrypt requires |ω′| exponentiations in GT and |ω′|+1 pairing
operations.
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Table 4.2: Comparison of our E-CP-ABE scheme with BSW scheme.

E-CP-ABE BSW
Exp.(G) Exp.(GT ) Pairing Exp.(G) Exp.(GT ) Pairing

Encrypt |τ |+1 1 - 2|τ |+1 1 -
KeyGen |ω|+1 - - 2|ω|+1 - -
Decrypt - |ω′| |ω′|+1 - |ω′| 2|ω′|
(Note:) Ω is the set of all attributes defined in the Setup phase .

τ is the access policy .
ω is the set of attributes the user has and ω ⊆ Ω .
ω′ the set of attributes satisfying the access policy and ω′ ⊆ ω .

4.5.2 Security Proof
Theorem 3. Suppose the adversary A can win the CP-ABE security-game with a
non-negligible advantage ε. Then we construct a polynomial-time reduction B that is
able to solve the DBDH assumption with advantage ε

2 .

Proof Sketch. The security proof of B-CP-ABE can be used as a base for the secu-
rity proof for E-CP-ABE scheme. The security-game played between the simulator
B and the adversary A is the same as in Section 7.5 with a small difference in the
generation of the challenge ciphertext components where B uses a different approach
to assign shares to leave nodes. This is necessary because the AC policy contains an
additional operator, i.e. the of (threshold) operator. The simulation of this part of
the encryption is as follows:

The simulator B sets the value of the root node of τ∗ to be gc, it marks all child
nodes as un-assigned, and marks the root node assigned. Recursively, for each un-
assigned non-leaf child node do the following:

• If the symbol is of (threshold operator), B assigns gf(i) to each child node,
where f(i) is a polynomial of degree t − 1, t is the number of child nodes to
reconstruct the secret, i is the index (order) of the attributes in τ∗ and f(0) = c.
Mark this node assigned.

• If the symbol is ∧, B assigns gf(i) to each child node, where f(i) is a polynomial
of degree n− 1, n is the total number of the child nodes, i is the index (order)
of the attributes in τ∗ and f(0) = c. Mark this node assigned.

• If the symbol is ∨, B assigns gf(i) to each child node, where f(i) is a polynomial
of degree 0, i is the index (order) of the attributes in τ∗ and f(0) = c. Mark
this node assigned.

For each leaf attribute aj,i ∈ τ , compute cj,i = gf(i)kj . Since we have the same
probability measures as in Section 7.5, we define the overall advantage of B in solving
the DBDH assumption to be: ε

2 . 2
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4.6 Updates
Updating User’s Attribute Set

In CP-ABE granting or revoking an attribute from a user is a challenging task. Re-
vocation is difficult since there is no way to prevent the user from using the issued
attribute secret key since the attribute is not connected solely with one user. Pirretti
et al. [83] propose to use time framed attributes where each attribute would be valid
for a specific time frame. However, this would require the trusted authority to refresh
the list of attributes regularly. In Chapter 5, we provide a new CP-ABE scheme which
supports revocation without requiring the trusted authority to update the attribute
list.

Granting additional attributes is less difficult than revoking. There are two op-
tions for granting attributes. One option is to keep a list of users and their correspon-
ding random values r generated during KeyGen phase. The trusted authority needs
the random variable r to update the attribute set for each user, since for each attrib-

ute aj the KeyGen algorithm computes dj = grt
−1
j . Another option, which would not

require maintaining a list of users, is to do everything from the beginning, namely to
issue secret keys again for each attribute for the updated user attribute set.

Updating the AC policy

In a CP-ABE scheme the encryptor may update his AC policy without entirely de-
crypting the ciphertext. Suppose the user wants to update his AC policy from
τData = (Doc.A ∧ Dep.A) ∨ (Doc.B ∧ Dep.B) represented in Figure 4.2 to a different
AC policy τ ′ = (Doc.A ∧ Dep.A) ∨ (T5 ∨ T6).

∨s
s

yyrrrrrrrrrrr
s

%%KKKKKKKKKKK

∧

s2=s−s1
��

s1∈RZ∗
p

wwooooooooooooo ∨

s

��

s

''OOOOOOOOOOOO

cj,1 = gt1s1 cj,2 = gt2s2 cj,3 = gt5s cj,4 = gt6s

Figure 4.5: Generating ciphertext components according to the AC policy τ ′ = (Doc.A ∧
Dep.A) ∨ (T5 ∨ T6).

Recall from B-CP-ABE constructions, to encrypt a message m ∈ GT under τData,
Encrypt selects a random element s ∈ Zp and it computes: c0 = gs and c1 = m · ys =
m · e(g, g)αs. The other components of the ciphertext depend on τData: ∀aj,i ∈
τData : ct1,1 = T s1

1 , ct2,2 = T s2
2 , ct3,3 = T s3

3 , ct4,4 = T s4
4 . The final ciphertext is

cτData
= (τData, c0, c1,∀aj,i ∈ τ : ct1,1 , ct2,2 , ct3,3 , ct4,4). To update the privacy from

τData to τ ′, there is no reason to modify c0 and c1, since the cj,i’s component of the
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ciphertext enforces the AC policy. Therefore, the updated ciphertext will be different
only at ct3,3 and ct4,4 . The new ciphertext elements are: ∀aj,i ∈ τ ′ : ct1,1 = T s1

1 ,
ct2,2 = T s2

2 , ct5,3 = T s
5 , ct6,4 = T s

6 . In Figure 4.5 we illustrate how to generate
ciphertext components according to the AC policy τ ′ = (Doc.A∧Dep.A)∨ (T5 ∨ T6).
We assume that gt1 is assigned to the attribute Doc.A, gt2 is assigned to the attribute
Dep.A, gt5 is assigned to the attribute T5 and gt6 is assigned to the attribute T6. In
a similar way we can show the update of AC policies in E-CP-ABE.

Updating the AC policy without totally decrypting the ciphertext, requires the
user to know the random value s, which is chosen in Encrypt. This is the trade-off
that the encryptor has to accept since it has to keep a list of random variables used
during each encryption. We solve this problem in Chapter 6, where we present a new
construction which enables users that satisfy the AC policy to update the encrypted
data without having to remember any random variable.

4.7 Conclusion
In this chapter we present two CP-ABE schemes: B-CP-ABE and E-CP-ABE. In B-CP-
ABE, the encryptor specifies the policy in the encryption phase using an n-ary tree
which consists from ∨ and ∧ nodes. Then, we show a modified version of B-CP-ABE,
which we call E-CP-ABE, which is more expressive compared to B-CP-ABE but uses
threshold secret sharing. In E-CP-ABE scheme, the policy is expressed as an n-ary
tree access tree which consists of ∨, ∧ and of nodes. Finally, we discuss how to
update a user attribute set and the AC policy of the ciphertext.
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Chapter5
Key Revocation in Attribute-Based
Encryption

In the previous chapter, we proposed new Ciphertext-Policy Attribute-
Based Encryption (CP-ABE) schemes that do not support attribute revo-
cation. In this chapter we propose a mediated Ciphertext-Policy Attribute-
Based Encryption (mCP-ABE) scheme with instantaneous attribute revo-
cation. InmCP-ABE only users who have a secret key associated with a set
of attributes which satisfy the access control policy and whose attributes
are not revoked will be able to decrypt the ciphertext.

We start with a motivation about attribute revocation and briefly
review the related work. We continue by giving a formal definition for
the mCP-ABE scheme along with its security definition. In Section 5.3 we
introduce the construction of mCP-ABE. In Section 5.4 we apply the mCP-
ABE scheme and describe a general architecture for secure management of
Personal Health Records (PHRs). The last section concludes the chapter.
This chapter extends the work of a refereed paper [4].

5.1 Introduction

Modern distributed information systems require flexible access control (AC) models
which go beyond discretionary, mandatory and role-based AC. Recently proposed
models, such as attribute-based AC, define AC policies based on different attributes
of the requester, environment, or the data object. On the other hand, the current
trend of service-based information systems and storage outsourcing require increa-
sed protection of data including AC methods that are cryptographically enforced.
The concept of Attribute-Based Encryption (ABE) fulfills the aforementioned requi-
rements. As described in Chapter 4, ABE provides an elegant way of encrypting data
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such that the encryptor defines the attribute set that the decryptor needs to posses
in order to decrypt the ciphertext.
The state-of-the-art CP-ABE schemes provide limited support for key revocation, a
feature, which is becoming increasingly important in modern AC systems. In CP-
ABE a user secret key is associated with a set of attributes. In general, secret key
revocation may happen when: a) an attribute is not valid because it has expired, b)
when a user misuses her secret key by giving it to unauthorized users or c) when a
user loses her secret key.

When we talk about key revocation in CP-ABE, we define the following cases: i.
revoking a subset of attributes from a user secret key without influencing other users,
ii. revoking all the attribute set for a user secret key without influencing other users
and iii. revoking a subset of attributes from every secret key. Based on these cases
we observe that in CP-ABE we can have a partial key revocation (such as i. and iii.)
when a user still can use some of her attributes, or a total key revocation (such as
ii.) when a user cannot use at all her secret key. These cases are different from a
traditional public-key encryption (PKE) where the key revocation is all-or-nothing
and there is only one key per user to be revoked.

Our Contributions

In this chapter, we propose a new scheme for key revocation in CP-ABE, called
mediated Ciphertext-Policy Attribute-Based Encryption (mCP-ABE). Previous CP-
ABE systems propose to use a system where secret keys are valid within a specific
time frame [83]. However, the drawback of this approach is that there is no way to
revoke a key before the expiration date.

In our scheme the secret key consists of two components, one component for
the mediator and the other one for the user. To decrypt the data, the user must
contact the mediator to receive a decryption token. The mediator keeps an attribute
revocation list (R) and refuses to issue the decryption token for revoked attributes.
Without the token, the user cannot decrypt the ciphertext, therefore the attribute
is implicitly revoked. Decryption tokens can be used only once and depend on the
randomness used to produce the ciphertext (i.e. tokens depend on the ciphertext). In
our scheme we assume that each user has a unique identifier Iu and may have many
attributes. Different users having different identifiers, may have the same attribute
set. For example, Alice with an identifier IAlice, and Bob with an identifier IBob, may
have the same attribute set ω = (att1, att2). The identifier is used by the mediator to
check whether there are revoked attributes related to a specific user without affecting
other users.

5.1.1 Related Work
Mediated Cryptography. Boneh et al. [26, 25] have introduced a method for fast re-
vocation of public key certificates and security capabilities in a RSA cryptosystem
called mediated RSA (mRSA). The method uses an online semi-trusted mediator
(SEM) which has a share of each user’s secret key, while the user has the remaining
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share of the secret key. To decrypt or sign a message, a user must first contact SEM
and receive a message-specific token. Without the token, the user cannot decrypt or
sign a message. Instantaneous user revocation is obtained by instructing SEM to stop
issuing tokens for future decrypt/sign requests. Thus, in mediated cryptography the
Trusted Authority (TA) responsible to generate a user key pair, does not deliver the
full decryption key to users, but it delivers only a share of it. This method achieves
faster revocation of user’s security capabilities compared to previous certification
techniques such as Certificate Revocation List (CRL) and Online Certificate Status
Protocol (OCSP). Libert and Quisquater [66] have shown that the architecture for
revoking security capabilities can be applied to several existing schemes including the
Boneh-Franklin IBE scheme [27]. Nali et al. [75] have presented a mediated hierarchi-
cal identity-based encryption (IBE) and signature scheme. The hierarchical nature of
the schemes and the instant revocation capability offered by the SEM architecture
allows to enforce access control cryptographically in hierarchically structured com-
munities of users whose access privileges change dynamically. Nali et al. [74] also have
shown how to extend the Libert and Quisquater scheme to allow the enforcement of
role-based AC.

Broadcast ABE. In a broadcast encryption scheme, the sender (broadcaster) sends a
ciphertext to a group of recipients such that only non-revoked users inside the group
can decrypt the broadcasted content. Such a scheme allows the broadcaster to specify
the list of revoked users who are not allowed to decrypt the digital content that is
broadcasted. Revocation of users in broadcast encryption schemes have achieved
significant attraction over the year as the revocation of the user is necessary and
inevitable. For example, when broadcasting encrypted TV programs only subscribed
users should be able to decrypt the content, while unsubscribed users (i.e. revoked
users) should not be able to decrypt the content. In a broadcast CP-ABE scheme the
encryptor encrypts the data according to the AC policy τ and the list of the identities
of revoked users R. Only users with the attribute set that satisfy the AC policy τ
and their identities is not in R would be able to decrypt the ciphertext.

The revocable broadcast encryption schemes can be divided into two broad cate-
gories: a) tree based revocation schemes and, b) secret sharing revocation schemes.
The tree based revocation schemes were first proposed by Naor et al. [76], where
they present the subset cover framework. The proposed framework assigns the user
to leaves of the tree, such that they belong to different subsets. The encryptor en-
crypts the data to the minimum disjoint subsets such that only non-revoked users
are covered. The second categories of revocable broadcast encryption schemes are
based on the secret sharing (or polynomial interpolation) in the exponents of group
elements, given by Kusrosawa and Desmedt [62] and Naor and Pinkas [77]. In the
proposed systems, a polynomial of degree r is selected at setup phase, where r is the
maximum number of the users that can be revoked. These systems can be extended
to handle n revoked user by using log(n) parallel systems with the private key and
message length of O(r) and public key size of O(n)[106]. Both schemes in a) and b)
are restricted in the sense that the schemes work only for a single broadcaster, where
only a single entity (broadcasting center) can broadcast messages to a group of users.
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Ostrovsky et al. [82] proposed an ABE with non-monotonic access structures. Hence
to negate an attribute in an access structure one applies revocation scheme using
attribute as an identity to be revoked. Ostrovsky et al. gives a particular example by
adjusting the revocation scheme proposed by Naor and Pinkas [77] for the broadcast
encryption scenarios. The main drawback of the scheme is that the private key
size blows up by a multiplicative factor of log(n), where n represents the maximum
number of attributes in the system.
Lubiz and Sirvent [67] proposed a broadcast encryption scheme in the context of
ABE. As the authors point out, the main drawback of the scheme is the expressivity
of the AC policies associated with the ciphertext, since the scheme supports only AC
policies expressed by the Boolean operator ∧.

The difference between the work presented in this chapter and Broadcast ABE is
that in our work the revocation list R is not defined by the encryptor, hence the
Encrypt algorithm is not influenced by, and does not get as input, the revocation list
R. In our case the revocation list R is maintained by the mediator and either the
trusted authority or the secret key holders can add entries to it.

Revocation in ABE. The paper close to our setting is presented by Pirretti et al. [83].
In their system an attribute can be used for a limited period of time - after a specific
time the attribute would become invalid. However, the drawback of this approach is
that an attribute cannot be revoked before the expiration date. This approach also
requires the list of secret keys that correspond to attributes to be updated regularly.

5.2 Mediated CP-ABE (mCP-ABE)
The mCP-ABE scheme consists of three entities: a trusted authority (TA) (also know
as a Key-Generation Center), a mediator and users. The TA uses the master key to
generate a user secret key, which consists of two component: one component is sent
to the mediator and the other component is sent to a user. The mediator has to stay
online all the time, while the TA can go off-line once it has generated secret keys for
all users. The mCP-ABE scheme consists of five algorithms: Setup, KeyGen, Encrypt,
m-Decrypt, and Decrypt, which are defined as follows:

• Setup and Encrypt are defined respectively in the same way as Setup and Encrypt
of the CP-ABE defined in Section 4.3.

• KeyGen(msk, ω, Iu): run by the TA, this algorithm takes as input the master
key msk ∈ K, the user attribute set ω ⊆ Ω, and the unique user identifier Iu.
The algorithm outputs two secret key components associated with ω and Iu :
skωIu,1 ∈ K and skωIu,2 ∈ K. The first component skωIu,1 ∈ K is delivered to
the mediator and the second component skωIu,2 ∈ K is delivered to the user.
The secret key components are delivered through a secure channel.

• m-Decrypt(cτ , Iu, skωIu,1,R) : run by the mediator, this algorithm takes as input
a ciphertext cτ ∈ C, an identifier Iu and the secret key skωIu,1 ∈ K, and outputs
a ciphertext ĉτ ∈ C if ω ⊆ Ω satisfies τ and there are no attributes from ω in
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R. The algorithm returns an error symbol ⊥ if ω ⊆ Ω does not satisfy the AC
policy τ or if ω ⊆ Ω satisfies the AC policy τ but it contains revoked attributes
that are listed in R.

• Decrypt(ĉτ , skIuω,2): run by the message receiver, this algorithm takes as input
a ciphertext ĉτ ∈ C, and a secret key skIuω,2 ∈ K, and outputs a message
m ∈M, or an error symbol ⊥ when ω ⊆ Ω does not satisfy the AC policy τ .

In practice, there might be multiple entities acting as mediators, and a global entity
acting as TA. For example, a healthcare organization may choose Proxy1 as its me-
diator and a government organization may choose Proxy2 as its mediator, where each
mediator has the first component of the secret key for registered users in the hospital
organization, respectively in the government organization. Vanrenen et al. [100] pro-
pose the use of peer-to-peer networking (P2P) which would allow users to require a
decryption token from every mediator, such that the mediator either tries to compute
a decryption token by itself, or forwards the request to its neighbors.

Correctness. We call a mCP-ABE correct if first decrypting a ciphertext cτ with a
secret key skωIu,1, and then decrypting a ciphertext ĉτ with a secret key skωIu,2, such
that the attribute set ω does not have attributes in R and satisfies the AC policy τ ,
always results in the same message m as was input by the Encrypt algorithm when
it produced the ciphertext cτ . More precisely we show that if the attribute set ω
satisfies the AC policy τ then:

Pr

 (msk,PP)← Setup(λ), (skωIu,1, skωIu,2)← KeyGen(msk, ω, Iu),
cτ ← Encrypt(m, τ), ĉτ ← m-Decrypt(cτ , Iu, skωIu,1,R) :

m← Decrypt(ĉτ , skIuω,2)

 = 1 .

5.2.1 Security Definitions
In our scheme the TA is a fully trusted entity which securely stores the master
key. We skip the discussions about the key escrow problem, since different existing
threshold schemes [88, 42] can be applied to mitigate this problem. A mediator is
a semi-trusted entity, namely, it should issue decryption tokens to users, but it is
not trusted in the sense that it might be curious about the plaintext. We define
indistinguishability under chosen-plaintext attack (IND-CPA) following the security
model of Libert and Quisquater [66].

Definition. The mCP-ABE scheme is said to be indistinguishable under chosen-
plaintext attacks (IND-CPA) if any polynomial-time adversary A has only a negligible
advantage in the mCP-ABE security-game defines as follows:

• Setup. The challenger runs the Setup algorithm to generate (PP,msk) and gives
the public parameters PP to the adversary A.

• Phase1. A performs a polynomially bounded number of queries:
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– KeyGen1. A asks for a secret key for the attribute set ω and identifier Iu,
and receives the mediator component of the secret key skωIu,1.

– KeyGen2. A asks for a secret key for the attribute set ω and identifier Iu,
and receives the user component of the secret key skωIu,2.

• Challenge. A sends to the challenger two messages m0,m1, such that |m0| =
|m1|, and the challenge AC policy τ∗. A is restricted in his queries such that it
should not have obtained both secret key components skωIu,1 and skωIu,2 asso-
ciated with the attribute set ω that satisfies τ∗. Note that A is allowed to obtain
either skωIu,1 or skωIu,2.

The challenger picks a random bit b ∈ {0, 1} and returns cτ∗ = Encrypt(mb, τ
∗).

• Phase2. A can continue querying with the same restriction as in the Challenge
phase.

• Guess. A outputs a guess b′ ∈ {0, 1}, and wins the game if b′ = b.

The advantage of A in winning security-game is defined as:

ADVIND−CPA
A,mCP−ABE(λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

The definition formally captures the following security requirements:

• Resistance against secret key collusion, where different users cannot combine
their attribute sets to extend their decryption power. For example, suppose
there is a message encrypted under the AC policy τ = a1 ∧ a2 ∧ a3. Suppose
Alice has a secret key skωAIA associated with an attribute set ωA = (a1, a2),
and Bob has a secret key skωBIB associated with an attribute set ωB = (a3, a4).
Neither Alice’s secret key, nor Bob’s secret key satisfies the AC policy τ . But,
if Alice and Bob combine their attribute sets ωA ∪ ωB = (a1, a2, a3, a4), then
the combined attribute sets satisfies the AC policy τ . In the security-game
therefore we allow the adversary to make secret key queries associated with
different attribute sets, say ω1 and ω2, such that neither ω1, nor ω2 alone can
satisfy the challenge AC policy τ∗, but ω1 ∪ ω2 can satisfy τ∗.

• Resistance against malicious cooperation between the mediator and some users
to decrypt the ciphertext associated with an AC policy, when a user’s secret key
does not satisfy the AC policy. For example, even if a user with attribute set ω =
(a1, a2) colludes with the mediator, the user should not be capable to decrypt
a ciphertext encrypted under a challenge AC policy τ∗ = (a1∧a2∧a3), since ω
does not satisfy τ∗. Therefore in the security-game the adversary is allowed to
ask the mediator component (first component of the secret key skωIu,1) and the
user component of a secret key (second component of the secret key skωIu,2)
for any set of attributes which does not satisfy the challenge AC policy τ∗.
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Conceptual differences with the security definition of CP-ABE presented in Chapter 4

The security definition of the CP-ABE scheme presented in Chapter 4 is weaker than
this definition. In Chapter 4, we use a security notion known as selective security.
In selective security, the adversary must commit to the challenge AC policy τ∗ at
the initial phase of the security-game. Then, in the challenge phase, the adversary
has to commit to two messages only: m0 and m1. Finally, the challenger picks at
random one of the messages and encrypts it according to τ∗. The crux of the selective
security proof is that the simulator uses τ∗ to generate public parameters PP and is
able to answer all adversary queries.

In this chapter we use a stronger security notion known as full security. With
full security, the adversary commits to the challenge AC policy τ∗ in the challenge
phase, at the same time when it commits to m0 and m1. The difficulty of the full
security proof is that the challenger (in the security game the challenger is named
as simulator) does not know at the beginning of the security-game the AC policy τ∗

the adversary is going to commit to. Hence, the challenger has to generate public
parameters PP without knowing τ∗ and should still be able to answer all adversary
queries. The full security notion better reflects a real world adversaries’ behavior than
the selective security notion. However, this comes at a price. Unlike in Chapter 4
where we give a security proof in the standard model, in this chapter we are able
to prove the security of the mCP-ABE scheme only in the generic group model (see
Sections 2.4 and 2.5 for the differences between the standard model and the generic
group model). The generic group model is used as a tool to prove the security of
other CP-ABE schemes [20].

5.3 Construction of mCP-ABE

Intuition. Before introducing the scheme, we give some intuition about its construc-
tion. The construction is based on the B-CP-ABE schemes presented in Chapter 4
and re-uses its Setup and Encrypt algorithms. The main technical challenge when
constructing mCP-ABE is to generate the secret key in such a way that users among
them should not be able to collude, but they should “collude” with the mediator in
order to receive a decryption token. Therefore, in KeyGen for a single user we gene-
rate two secret key components that are randomized using the same random value.
One secret key component is delivered to the mediator and the other to the user.

In KeyGen users are identified with a unique identity Iu and an attribute set ω.
Unlike in CP-ABE, in mCP-ABE we need the unique identity Iu to separate users who
have the same attribute set. Note that, Alice with an identifier IAlice, and Bob with
an identifier IBob, may have the same attribute set ω = (att1, att2). The identifier Iu
helps the mediator to revoke attributes from one user without affecting the attribute
set of the other users. For example, the mediator can revoke the attribute att1 from
Bob without affecting Alice’s attribute set.

Key revocation happens in the m-Decrypt phase. This is the phase when the
user requests a decryption token. When generating decryption tokens, the mediator
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constructs them such that they can be only used once (i.e. to make them useless
for users when they get revoked). Therefore, m-Decrypt produces decryption tokens
that are ciphertext-specific and depend on the randomness generated in the Encrypt
phase.

As already mentioned in Section 5.1, there can be many reasons why an attribute
can be revoked. We assume that the mediator maintains an attribute revocation
list (R) which simply has information about attributes revoked from a universe (set)
of attributes Ω, and attributes revoked from a user attribute set ω. The basic idea
is that, when an attribute aj is revoked from Ω, the TA notifies the mediator to
stop generating decryption tokens for all users whose attribute secret key involves
aj . When an attribute aj is revoked from ω, which is associated with an identity
Iu, the TA notifies the mediator to stop generating decryption tokens that include
aj for the user Iu. Therefore, the attribute revocation is achieved immediately after
the revocation decision is made. Note that a user with an identity Iu can request
decryption tokens for attributes other than aj . We assume that there is a policy of
revocation authorization maintained by the mediator that describes who is respon-
sible to revoke attributes from Ω or ω. At least, the TA should be able to revoke any
attribute (from Ω and ω), and the owner of the attribute should be able to revoke
its attributes (i.e. be able to revoke from ω) because the owner may be the first to
notice the compromise of her secret key.

The Scheme. We now present our mCP-ABE scheme.

• Setup(λ) : is the same as the Setup of the B-CP-ABE scheme presented in
Chapter 4.

• KeyGen(msk, ω, Iu) : To generate a secret key for the user with an attribute set
ω and an identifier Iu, the KeyGen algorithm works as follows:

– Compute the base component of the secret key: d0 = gα−uid where
uid ∈R Zp (for each user with an identifier Iu a unique random value
uid is generated).

– Compute the attribute component of the secret key. For each attribute
aj ∈ ω, choose uj ∈R Zp and compute:

dj,1 = g
uj
tj , dj,2 = g

uid−uj
tj .

The secret key of the form: skωIu,1 = {dj,1}aj∈ω is delivered to the mediator,
and the secret key of the form: skωIu,2 =

(
d0, {dj,2}aj∈ω

)
is delivered to the

user. As it will be shown later, the user will need the help of the mediator
to use his attribute component of the secret key in the decryption phase. The
denial of help for an attribute, would imply the revocation of that attribute.

• Encrypt(m, τ) : is the same as the Encrypt of the B-CP-ABE scheme presented
in Chapter 4.
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• m-Decrypt(cτ , Iu, skωIu,1,R): when receiving the ciphertext cτ , the recipient
Iu first chooses the smallest set ω′ ⊆ ω that satisfies τ and forwards to the
mediator (cτ , ω

′, Iu). The mediator checks the Attribute Revocation List (R)
if any aj ∈ ω′ is revoked either from system attribute set Ω or from the user
associated with the identifier Iu.

– If an attribute is revoked, the mediator returns an error symbol ⊥ and
does not perform further computations.

– If no attribute is revoked, the mediator computes ĉτ as follows:

ĉτ =
∏

aj∈ω′

e

(
T si
j , g

uj
tj

)

and sends the token ĉτ to the recipient.

• Decrypt(ĉτ , skωIu,2) : To decrypt the ciphertext the recipient proceeds as fol-
lows:

– compute:

c′′τ =
∏

aj∈ω′

e

(
T si
j , g

uid−uj
tj

)

– return m, where:

m =
c1

e (c0, d0) · ĉτ · c′′τ
.

Note. For the sake of simplicity, we use only AC policies with ∧ (and) and ∨ (or).
However, our scheme, in addition to ∧ and ∨ nodes, can support threshold nodes
nodes. For example, the encryptor may specify the AC policy 2 of (a1, a2, a3), which
implies that the user must have at least two attributes to satisfy the AC policy and
to be able to decrypt. If the AC policy contains threshold nodes, then the attribute
shares si can be generated using Shamir’s secret sharing in the same way as in the
Encrypt of the E-CP-ABE scheme presented in Chapter 4. This would require to use
Lagrange coefficients in Decrypt in order to reconstruct the value s.

Correctness. We show that Decrypt returns the message m on input: a) the secret
key skωIu,2, which is created as a result of running KeyGen(msk, ω, Iu) and b) the
ciphertext ĉτ , which is created as a result of running m-Decrypt(cτ , Iu, skωIu,1,R),
where cτ is created as a result of running Encrypt(m, τ).

Let cτ =
(
τ, c0 = gs, c1 = m · e(g, g)αs, {cj,i = gtjsi}aj,i∈τ

)
be a ciphertext gene-

rated by Encrypt(m, τ) and let:

skωIu,1 = {dj,1 = g
uj
tj }aj∈ω , skωIu,2 =

(
d0 = gα−uid , {dj,2 = g

uid−uj
tj }aj∈ω

)
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Table 5.1: Efficiency of mCP-ABE.

Exp.(G) Exp.(GT ) Pairing
KeyGen 2|ω|+ 1 - -
Encrypt |τ |+ 1 1 -
m-Decrypt - - |ω′|
Decrypt - - |ω′|+ 1

be secret key components generated by KeyGen(msk, ω, Iu) such that the attribute
set ω satisfies the AC policy τ . Let ω′ ⊆ ω be the smallest subset which satisfies τ .
We observe that:

ĉτ = e (g, g)
∑

aj∈ω′ ujsi

and

c′′τ =
∏

aj∈ω′

e

(
gtjsi , g

uid−uj
tj

)
= e (g, g)

∑
aj∈ω′ (uid−uj)si .

To output m, Decrypt computes:

c1
e (c0, d0) · ĉτ · c′′τ

=
m · e(g, g)αs

e (gs, gα−uid) · e (g, g)
∑

aj∈ω′ ujsi · e (g, g)
∑

aj∈ω′ (uid−uj)si

=
m · e(g, g)αs

e (gs, gα−uid) · e (g, g)uids

=
m · e (g, g)αs

e (gs, gα)
= m.

5.3.1 Efficiency Analysis
In Table 5.1 we count the number of calculations in mCP-ABE. In mCP-ABE, the
size of the components of the secret key skωIu,1 and skωIu,2 depend on the number
of attributes in the set ω. Thus, KeyGen requires in total 2|ω| + 1 exponentiations
in G. The size of the ciphertext cτ depends on the size of the AC policy τ and has
|τ | + 1 group elements in G, and one group element in GT . Thus, Encrypt requires
|τ |+ 1 exponentiations in G and one exponentiation in GT . In the m-Decrypt phase,
the mediator has to compute |ω′| pairing operations, where ω′ ⊆ ω is the attribute
set which satisfies the AC policy τ . In Decrypt, to reveal the message, the user has
to compute |ω′|+ 1 pairing operations.
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5.3.2 Security Proof
We provide a brief informal explanation about the security of the proposed scheme.
A full formal security proof starts from Theorem 4 and closely follows the security
proof given by Bethencourt et al. [20].

To decrypt a ciphertext without satisfying the AC policy, the adversary has to
construct e(gs, gα), and then divide c1 with e(g

s, gα) to obtainm. To obtain e(gs, gα),
the adversary must first obtain e(g, g)suid , which can be calculated by pairing the

components of the secret key g
uid−uj

tj with the components of the ciphertext gtjsi ,

and then multiply the result with the decryption token e(g, g)
∑

aj∈ω′ ujsi received
from the mediator. However, e(g, g)suid can be computed only if the adversary has
enough attributes which satisfy the AC policy, otherwise this would not be possible.
Also note that, if a user acting as an adversary is revoked, then the user will not get

the decryption token e(g, g)
∑

aj∈ω′ ujsi from the mediator, and as a result the user
cannot reconstruct e(g, g)suid even if the user has a secret key associated with the
attribute set which satisfies the AC policy.
If we assume that the adversary is able to compromise the mediator but not a legiti-
mate user, then the adversary will be able to learn the mediator component of the user

secret key skωIu,1, and will be able to compute the decryption token e(g, g)
∑

aj∈ω′ ujsi .
However, the decryption token will not help the adversary to decrypt the ciphertext
without having skωIu,2.

Theorem 4. Let γ0 and γ1 be a random encoding for the group G and GT , respec-
tively. A random encoding maps elements of the additive group Zp into a bit string.
The advantage of the adversary in the mCP-ABE security-game issuing at most q
queries to the oracles for computing: i) a group operation in G and GT , ii) a pairing
operation e, iii) a key generation, and iv) an encryption, is bounded by O(q2/p).

Proof. Consider groups G and GT , and generators g of the group G and e(g, g) of the
group GT . In generic group model, group elements are encoded as unique random
strings, in such a way that the adversary A cannot test any property other than
equality. In our proof, we use γ0 as a random encoding for the group G (generic
bilinear group), and γ1 as a random encoding for the group GT . Thus, for example,
the group element gs ∈ G will be encoded as γ0(s), and the group element e(g, g)α ∈
GT will be encoded as γ1(α). Each random encoding is associated with a rational
function f = ξ

ϖ over the variables:

Υ = {α, s, si, uid, {uj}aj∈ω, {tj}1≤j≤n},

where each variable is an element picked at random in the scheme.
We now give the simulation of the security-game. Following the proof from [20],
in the simulation we slightly modify the security-game given in Section 5.2.1, and
simulate a game in which the component c1 of the challenge phase is either γ1(αs) or
γ1(θ), where θ ∈R Zp, and A has to decide whether c1 = γ1(αs) or c1 = γ1(θ). It can
be easily shown that if there is an A who has a negligible advantage in a modified
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game, then there is an algorithm who has a negligible advantage in the security-game
given in Section 5.2.1.
In the security game, the simulator maintains a table L1 to store information about
the values generated from the interaction of A with the KeyGen1 and KeyGen2 oracles.
The security-game is simulated as follows:

• Setup. The simulator chooses a group G of prime order p with a generator g and
a bilinear map e : G×G→ GT , a random value α ∈ Zp, and for each attribute
aj ∈ Ω, chooses random values tj ∈ Zp. In addition to that, the simulator
chooses two encoding functions γ0 and γ1, and two oracles for computing group
operations in G and GT , and one oracle for computing the bilinear map e. The
following encodings are sent to A:

1. γ0(1) representing the generator g.

2. γ1(1) representing the generator e(g, g).

3. γ1(α) representing e(g, g)
α.

4. {γ0(tj)}1≤j≤n representing {Tj = gtj}1≤j≤n.

• Phase1. A performs a polynomially bounded number of queries:

KeyGen1. A makes a request for the first component (mediator component)
of the secret key for associated with attribute set ω and an identifier Iu. The
simulator checks whether L1 already contains a record for the attribute set ω
and the identifier Iu. If such record exists, the simulator fetches dj,1 from the
record and sends the encoding of skωIu,1 = ({dj,1}aj∈ω) to A. If such record
does not exist, the simulator chooses a random value uid ∈ Zp, and for each
aj ∈ ω chooses a random value uj ∈ Zp. The simulator generates the following
encodings:

1. γ0(α− uid) representing d0 = gα−uid .

2. {γ0(uj

tj
)}aj∈ω representing {dj,1 = g

uj
tj }aj∈ω.

3. {γ0(uid−uj

tj
)}aj∈ω representing {dj,2 = g

uid−uj
tj }aj∈ω.

The simulator sends the encoding of skωIu,1 = ({dj,1}aj∈ω) to A, and inserts a
new record with the encoding of skωIu = (d0, {dj,1, dj,2}aj∈ω) into L1.

KeyGen2. A makes a request for the second component (user component) of
the secret key associated with an attribute set ω and an identifier Iu. The
simulator checks whether L1 already contains a record for the attribute set ω
and the identifier Iu. If such an entry exists, the simulator sends the encoding
of skIuω,2 = (d0, {dj,2}aj∈ω) to A. If such an entry does not exist, the simulator

calculates the encodings of d0, dj,1, and dj,2 as explained under KeyGen1 and
updates the table L1 with the new encoding of skωIu = (d0, {dj,1, dj,2}aj∈ω).
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• Challenge. A submits two messages m0, m1∈ GT and the challenge AC policy
τ∗. A is not allowed to ask for a challenge AC policy τ∗ if in Phase1 has obtained
secret key components skωIu,1 and skωIu,2 associated with the attribute set ω
that satisfies τ∗. Note that A is allowed to obtain either skωIu,1 or skωIu,2.

The simulation chooses a random s ∈ Zp, and for each aj,i ∈ τ∗ it constructs a
value si as explained in Section 5.3. The following encodings are sent to A:

1. γ0(s) representing c0 = gs.

2. γ1(θ) representing c1 = e(g, g)θ.

3. {γ0(tjsi)}aj,i∈τ∗ representing {cj,i = gtjsi}aj,i∈τ∗ .

• Phase2. A can continue querying with same restrictions mentioned in the pre-
vious phase.

A uses the group elements received from the interaction with the simulator to perform
generic group operations and equality tests. The simulator provides A with two
oracles to compute the group operation in G and GT and one oracle to compute the
pairing operations e. A can make queries to perform group operations as follows:

• Queries to the oracles for group operations in G and GT : A asks for multiplying
or dividing group elements represented with their random encodings, and asso-
ciated with a rational function. The oracle returns γ0(a+b) or γ1(a+b) when A
asks for multiplying γ0(a) and γ0(b), respectively γ1(a) and γ1(b) , and returns
γ0(a − b) or γ1(a − b) when A asks for dividing γ0(a) and γ0(b), respectively
γ1(a) and γ1(b).

• Queries to the oracle for computing pairing operation e. A asks for pairing of
group elements represented with their random encoding, and associated with a
rational function. The oracle returns γ1(ab) when A asks for pairing γ1(a) and
γ1(b).

We show that A can distinguish the simulation of the game where the challenge
ciphertext is set c1 = γ1(θ) with the simulation of the game where the challenge

ciphertext would have been set c1 = γ1(αs) with probability O( q
2

p ).

First, we show A’s view when the challenge ciphertext is γ1(θ). The A’s view can
change when an “unexpected collision” happens due to the random choice of the
formal variables Υ = {α, s, si, uid, {uj}aj∈ω, {tj}1≤j≤n} chosen uniformly from Zp.
A collision happens when two queries corresponding to two different rational functions
map to the same string representation. It can be calculated that for any two distinct
queries the probability of such a collision to happen is at most O(q2/p), where q is
the total number of queries done by A. We ignore this situation, since the probability
of such collision is negligible.
Second, we show what would have been the A’s view if the challenge ciphertext had
been set γ1(θ), when θ = αs. Again, A’s view can change when a collision happens,
such that the values of two different encodings coincide. In the following we show
that the probability of such collision is negligible.
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Table 5.2: Possible pairing operations.

s α tj α− uid ujs
tj

uj

tj

uid−uj

tj
tjs uj ujsi

uid − uj t2jsi tjα− tjuid αuj−uiduj

tj

suid−suj

tj
αuid−αuj−u2

id+uiduj

tj
αs− suid αtjsi − uidtjsi

ujuid−u2
j

t2j
siuid − siuj

stjsi

We observe that A cannot pair γ1(θ) with other elements (since γ1 is the encoding
for GT ). However, A can make oracle queries to perform a group operation in GT .
Therefore, A can ask to multiply θ and δ and obtain δαs. Let v1 = δ1θ and v2 = δ2θ.
If we subtract v2 from v1 we have the following equation:

v1 − v2 = (δ1 − δ2)θ = δ′θ = δ′αs

Therefore we say that A can make a query δ′αs. But, we will show that if A does
not have sufficient attributes to satisfy the challenge AC policy τ∗, A cannot make a
polynomial query which would be equal to δ′αs (thus the collision cannot happen),
which would prove the theorem. In Table 5.2 we list possible values that A can get
using group elements received from the interaction with the simulator in the security-
game. A can get these values by querying the oracle for computing pairing operation
e. Next, we observe that A can get αs− suid by pairing α− uid and s. Thus, A can
make a query to the oracle that performs a group operation in GT to get δ′αs−δ′suid,
for some δ′. To get only δ′αs, A has to combine group elements received from the
interaction with the simulator and from the generic group oracles in order to cancel
δ′suid. From Table 5.2 we can see that A can construct a query polynomial of the
form:

δ′αs︸︷︷︸
A

− δ′suid︸ ︷︷ ︸
B

+ δ′
∑
aj∈ω

ujsi︸ ︷︷ ︸
C

+ δ′
∑
aj∈ω

(uid − uj)si︸ ︷︷ ︸
D

for some δ′.
The term B can be cancelled only if the sum of C and D is equal to δ′suid. Therefore,

A must have all necessary secret key components
(uid−uj)

tj
to pair them with tjsi, and

all secret key component
uj

tj
to pair them with tjsi, and later obtain suid or δ′suid

for some constant δ′. However, this is not possible since in Phase1 and Phase2 A is
not allowed to make queries to KeyGen1 and KeyGen2 oracles and obtain both secret
key components skωIu,1 and skωIu,2 associated with an attribute set ω that satisfies
τ∗ (there must be at least one siuid which A cannot compute). Thus, the sum of
terms C and D cannot be used to construct δ′suid. Therefore A cannot cancel term
B, and as a result of this A cannot construct a query of the form δ′αs. We conclude
the proof by making the following observations:
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• We analyze the case when A has the component of a user secret key skωIu,2

which satisfies the AC policy τ∗. We also assume that there are some attri-
butes from ω in the revocation list R (A does not receive a decryption token∑

aj∈ω ujsi from the mediator). A can make a polynomial query which has the
form:

δ′αs︸︷︷︸
A

− δ′suid︸ ︷︷ ︸
B

+ δ′
∑
aj∈ω

(uid − uj)si︸ ︷︷ ︸
D

= δ′αs︸︷︷︸
A

− δ′suid︸ ︷︷ ︸
B

+ δ′suid︸ ︷︷ ︸
D1

− δ′
∑
aj∈ω

ujsi︸ ︷︷ ︸
D2

.

From this we can see that A can cancel B and D1. However, A cannot cancel
the term D2 without having the decryption token

∑
aj∈ω ujsi (note that A is

not allowed to learn skωIu,1). As a result, A cannot make a polynomial query
which has the form δ′αs.

• We analyze the case when A corrupts the mediator and obtains the mediator
component of the user secret key skωIu,1 (i.e. A can compute the decryption
token). We assume that A does not have the user component of the secret key
skωIu,2. A can make a polynomial query which has the form:

δ′αs︸︷︷︸
A

− δ′suid︸ ︷︷ ︸
B

+ δ′
∑
aj∈ω

ujsi︸ ︷︷ ︸
C

.

As we can see A cannot cancel B and C, since the user component of the secret
key

∑
aj∈ω(uid−uj)si is missing. As a result, we conclude that A cannot make

a polynomial query which has the form δ′αs. �

5.3.3 Multi-Authority mCP-ABE

Ideally, we would like to have multiple independent authorities which would manage
user attributes and distribute secret keys. Assume that the Attribute Authority (AA)
from Hospital A manages the attribute set ΩHospitalA, and that the AA from Hospital
B manages the attribute set ΩHospitalB . In the multi-authority setting, the encryptor
has the flexibility to choose different attributes from different authorities in the AC
policy of the ciphertext, such that only users who have attributes from the given
authority can decrypt the ciphertext. For instance, a patient may want to encrypt
her health data, such that a user who has the attribute General Practitioner received
from Hospital A or the attributes General Practitioner and Pediatrician received from
Hospital B can decrypt the ciphertext.
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Chase [34] gives the construction of the first multi-authority ABE, which allows
multiple independent authorities to monitor user attributes. We can apply the same
idea to extend the scheme presented in Section 5.3 to support multi-authority mCP-
ABE. The main requirement that we have is that each AA should use the same
function which takes as input Iu and outputs uid, where uid is used to connect the
components of the secret key. Note that there should be an entity who will manage α.
Thus, in addition to AA, a central authority (CA) is needed. We extend the single-
authoritymCP-ABE scheme presented in Section 5.3 to a multi-authoritymCP-ABE as
follows (only changes from the scheme in Section 5.3 are presented):

1. Setup :

(a) Central Authority: Generates a group G of prime order p with a generator
g and a bilinear map e : G × G → GT . Set the component of the master
secret key α ∈R Z∗

p, and the component of the public key e(g, g)α.

(b) Attribute Authority(AA)−l : Generate the attribute set Ωl = {al,1, al,2...al,n}.
For each al,j ∈ Ωl set the attribute secret key: tl,1...tl,n, and the attribute
public key {Tl,j = gtl,j}1≤j≤n.

2. KeyGen

(a) Central Authority : Compute the base component of the secret key: d0 =
gα−uid .

(b) Attribute Authority(AA)−l : Suppose a user with an identifier Iu applies
for the set of attributes ω to the AA l. The AA l computes the attribute

secret key as follows: for each al,j ∈ ω, compute dl,j,1 = g
ul,j
tl,j and dl,j,2 =

g
uid−ul,j

tl,j , where ul,j ∈R Zp.

5.4 Applying mCP-ABE in Practice
In this section we describe an application of mCP-ABE. We propose to use mCP-
ABE to securely manage Personal Health Records (PHRs). This application demons-
trates the practicality and usefulness of our scheme.

Using mCP-ABE to Securely Manage PHRs

Figure 5.2 illustrates a general architecture of a PHR system that uses mCP-ABE.
The architecture consists of a publishing server, a data repository that includes a
security mediator (Proxy), TA and the data user. The publishing server can be
implemented on a home PC of the data source (a patient) or as a trusted service. Its
role is to protect and publish health records. The data repository stores encrypted
health records, while the Proxy is used in the data consumption phase for revocation.
The TA is used to set up the keys. Note that the TA and the publishing server do
not always have to be online (the TA is needed only in the set-up phase while the
publishing server can upload the protected data in an ad hoc way).
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Figure 5.2: Secure Management of PHRs.

There are five basic processes in the management of PHRs:

1. Setup: In this phase, the trusted authority (TA) distributes the keys to the
patient, the user and the Proxy (1).

2. Data protection (upload of data to the PHR): When a patient wants to upload
protected data to the repository, she contacts the TA to check which attributes
can be used in the AC policy (2). Then she creates her AC policy and encrypts
the data with the keys corresponding to that policy. Then the data is uploaded
to the repository. If she wants to change the policy she can re-encrypt the data
and update the repository. All this can be done by a publishing server on behalf
of the patient who specifies the AC policy (3).

3. Data consumption (doctor’s request-response) and revocation: When a user
wants to use patient data he contacts the PHR repository and downloads the
encrypted data (4). The user makes a request to the Proxy for a decryption
token. The request contains the encrypted data and a set of user attributes
which satisfy the AC policy associated with the encrypted data. The Proxy
checks if any attribute from the user request is not revoked, and, if so, the
Proxy generates the decryption token and sends it to the user. After recei-
ving the decryption token the user decrypts the patient data using the keys
corresponding to the appropriate attributes which satisfy the AC policy (5).

An additional advantage of an online semi-trusted mediator (Proxy) is that the mCP-
ABE scheme can be used to enforce context attributes such as: system date and
time or the location where the request comes from. This is useful for healthcare
applications which require context-aware AC where access to patients’ data depends
not only on user roles, but also on the context information. Suppose there is an
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AC policy τ = (Location = Hospital ∧ Doctor) which says that a doctor can view
patient’s health records only if the doctor’s request comes from inside the hospital.
Outside the hospital, no user should be able to decrypt the ciphertext encrypted
under the AC policy τ , even if the user may own a secret key associated with the
attribute Doctor. Using mCP-ABE scheme, the enforcement of τ , which contains
context attributes, is done as follows:

• A patient encrypts her health record according to the AC policy which contains
only the attribute Doctor, and then uploads his data to a PHR repository.
Hence, part of τ is enforced in the Encrypt phase by the patient.

• A doctor downloads encrypted data and requests a decryption token from the
Proxy.

• The Proxy checks the context attribute inside τ and issues a decryption token
only if the request comes from inside the hospital (e.g. only if the request comes
from a specific IP address), therefore the context part of τ is enforced by the
Proxy in the m-Decrypt phase.

Note that the involvement of an online semi-trusted mediator (Proxy) plays a crucial
role in the enforcement of context attributes, as it is hard to enforce these attributes
without the involvement of an online component.
The mCP-ABE scheme can also support the off-line use of data. Then the architecture
is slightly changed in a way that the Proxy is distributed to the users or their domains
in which the data will be used. As a consequence there will be a number of proxies
which will be coordinated by the central Proxy. The above defined process will not
fundamentally change, except that the central Proxy will update the local ones and
that in the data consumption phase, the user will contact only the local Proxy.

5.5 Conclusion
In this chapter we propose a mediated Ciphertext-Policy Attribute-Based Encryption
scheme that supports revocation of user attributes. If an attribute is revoked, the user
cannot use it in the decryption phase. The scheme allows the encryptor to encrypt a
message according to an AC policy over a set of attributes. Only users who satisfy the
AC policy and whose attributes are not revoked can decrypt the ciphertext. Finally,
we demonstrate how to use the proposed scheme to manage Personal-Health Records
(PHRs).
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Chapter6
Updating Access Control Policies in
Attribute-Based Encryption

As mentioned in Chapter 1, one of the drawbacks of existing CP-
ABE schemes (including schemes presented in chapters 4 and 5) is that
they do not support updating access control policies without decryp-
ting the ciphertext. In this chapter we introduce a new variant of CP-
ABE called Ciphertext-Policy Attribute-Based Proxy Re-encryption (CP-
ABPRE). The proposed scheme allows updating the access control policy
of the ciphertext without decrypting it. The scheme uses a semi-trusted
proxy to re-encrypt the encrypted data according to a new access control
policy such that only users who satisfy the updated access control policy
can decrypt the ciphertext.

We begin this chapter by giving a motivation for updating access
control policies. In Section 6.2 we give a formal definition of the Ciphertext-
Policy Attribute-Based Proxy Re-Encryption (CP-ABPRE) scheme and
its security definition. Section 6.3 describes the construction of CP-
ABPRE and its security proof. The last section concludes the chapter.
This chapter builds on previous work presented in a patent application
and a refereed paper [1].

6.1 Introduction

As we mentioned in Section 4.3, the ciphertext-policy attribute-based encryption
(CP-ABE) scheme allows data to be encrypted according to an access control (AC)
policy over a set of descriptive attributes. Once the data is encrypted, it can be stored
in an honest-but-curious server, such that everyone can download the encrypted data
(even a malicious user), but only users who have the right secret key associated with
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a set of attributes which satisfy the AC policy can decrypt it. Therefore, when the
data is encrypted using a CP-ABE, the AC policy moves with the encrypted data and
there is no need for the use of other entities, such as a fully-trusted access-control
manager, to enforce the AC policy.

CP-ABE does not support updating AC policies without decrypting the ciphertext.
The only way to update an AC policy is to decrypt the ciphertext and then re-encrypt
it according to a new AC policy. For instance, if Bob wants to change the AC policy
from τ1 = Bob ∨ (GP ∧ Hospital1) to τ2 = Bob ∨ (GP ∧ (Hospital1 ∨ Hospital2)), Bob
has to send his secret key to the server. Once the server receives the secret key, it
decrypts the data and then uses the CP-ABE scheme to re-encrypt the data according
to the new policy τ2. However, the drawback of this approach is that the server
accesses sensitive data in plaintext. To avoid this drawback Bob might perform the
re-encryption process by himself. To do so, Bob has to download the encrypted data
from the server, decrypt the data locally using his secret key, and then re-encrypt
the data under the new AC policy. The drawback of this approach is that Bob
has to be online during each re-encryption process which is not efficient both from
communication and processing point of view.

In Chapter 3, we presented a proxy re-encryption (PRE) scheme which uses a semi-
trusted proxy to transform an encryption computed under Alice’s (the delegator)
public-key to an encryption computed under Bob’s (the delegatee) public-key, without
decrypting the ciphertext. However, this solution cannot be applied in attribute-base
systems, such as CP-ABE. In the scheme of Chapter 3, the mapping ciphertext-user
is one-to-one, therefore, the ciphertext is intended only for one delegatee since there
is only one user who is in possession of the secret key and who can decrypt the
ciphertext. The case is different in CP-ABE, where the mapping ciphertext-user is
one-to-many and there are many users who have a secret key associated with the
attribute set that satisfies the AC policy and decrypt the ciphertext. In addition,
what makes the re-encrypting ciphertexts even more challenging in CP-ABE is the
requirement of collusion resistance. The scheme must guarantee that different users
cannot collude and combine their secret key in order to extend their decryption power.

Our Contribution

In this chapter we overcome the aforementioned drawbacks of updating AC poli-
cies in CP-ABE by proposing a new scheme, called ciphertext-policy attribute-based
proxy re-encryption (CP-ABPRE). In the proposed scheme Bob has to compute a
re-encryption key rkτ1→τ2 which is then used by a semi-trusted proxy to re-encrypt
all ciphertexts encrypted according to policy τ1 (without decrypting them) into ci-
phertexts encrypted according to policy τ2. The proxy is a semi-trusted entity in the
sense that it does not have access to the plain data, but it needs to re-encrypt the
ciphertexts. One of the distinctive features of the proposed scheme is that the proxy
and the delegatee cannot collude to generate a new secret key.
The construction of the proposed scheme is based on prime order bilinear groups. We
give a formal definition of indistinguishability under chosen-plaintext attack (IND-
CPA) and provide a security proof in the generic group model.
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6.1.1 Related Work
The work presented in this chapter is related to both PRE and ABE. Indeed, the
proposed scheme incorporates the idea of re-encrypting the ciphertext from PRE into
ABE in order to support updating AC policies. The related work about PRE is pre-
sented in Section 3.1.1 and the related work about ABE is presented in Section 4.1.1.
In the following we present the most relevant related work as the combination of the
two approaches.

Guo et al. [91] propose a proxy re-encryption scheme based on the Goyal et al.[50]
KP-ABE scheme. The proposed scheme can transform a ciphertext associated with
a set of attributes into a new ciphertext associated with another set of attributes.
In general, adapting CP-ABE to proxy re-encryption is more suitable than adapting
KP-ABE to proxy re-encryption since CP-ABE allows the encryptor to express the
AC policy in the encryption phase, while in KP-ABE the AC policy is associated with
the secret key and is defined in the key generation phase. Lliang et al.[65] proposed
an attribute-based proxy re-encryption scheme, which is based on the Cheung and
Newport CP-ABE scheme [37]. The proposed scheme inherits the same limitations
that [37] has: it supports only AC policies with the Boolean operator ∧, and the size
of the ciphertext increases linearly with the number of attributes in the system.

6.2 Ciphertext-Policy Attribute-Based Proxy Re-Encryption
A CP-ABPRE scheme extends the CP-ABE by adding a proxy component to the
existing components: the trusted authority (TA) and users. Extensions have been
made to the number of algorithms as well - the Pkeygen algorithm to generate
a re-encryption key and the Preenc algorithm to re-encrypt a ciphertext. A CP-
ABPRE scheme is a tuple of six algorithms (Setup, KeyGen, Encrypt, Pkeygen, Preenc,
Decrypt) defined as follows:

• Setup, KeyGen and Encrypt are defined respectively in the same way as Setup,
KeyGen and Encrypt of the CP-ABE defined in Section 4.3.

• Pkeygen(skω, τ1, τ2). Run by the delegator, this algorithm takes as input the
secret key skω ∈ K and AC policies τ1 and τ2. The algorithm outputs a uni-
directional re-encryption key rkτ1→τ2 ∈ K if ω ⊆ Ω satisfies τ1, or an error
symbol ⊥ if ω ⊆ Ω does not satisfy τ1.

• Preenc(cτ1 , rkτ1→τ2). Run by the proxy, this algorithm takes as input the ci-
phertext cτ1 ∈ C and the re-encryption key rkτ1→τ2 ∈ K, and outputs the
ciphertext cτ2 ∈ C associated with the AC policy τ2.

• Decrypt(cτ , skω). Run by the decryptor, the algorithm takes as input the ci-
phertext cτ ∈ C and the secret key skω ∈ K, and outputs a message m ∈ M
if ω ⊆ Ω satisfies τ , or an error symbol ⊥ if ω ⊆ Ω does not satisfy τ . The
ciphertext c ∈ C can be either equal to cτ1 ∈ C (produced by Encrypt) or equal
to cτ2 ∈ C (produced by Preenc).
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Correctness. We say that CP-ABPRE is correct if for all security parameters λ ∈ N,
for all master secret keys msk and public parameters PP produced by Setup, for all
private keys skω produced by KeyGen, for all ciphertexts cτ1 produced by Encrypt, for
all re-encryption keys rkidτ1→idτ2

produced by Pkeygen, for all re-encrypted cipher-
texts cτ2 produced by Preenc, if ω satisfies either τ1 or τ2 we should have:

Pr

 (msk,PP)← Setup(λ), skω ← KeyGen(msk, ω), cτ1 ← Encrypt(m, τ1),
rkτ1→τ2 ← Pkeygen(skω, τ1, τ2), cτ2 ← Preenc(cτ1 , rkτ1→τ2) :

m← Decrypt(cτ1 , skω) ∨m← Decrypt(cτ2 , skω)

 = 1 .

6.2.1 Security Definitions

In the following we present the game-based security definition of the CP-ABPRE scheme.
Informally, the definition guarantees that: a) a user who does not have enough at-
tributes to satisfy the AC policy τ∗ of the ciphertext cannot learn any information
about the plaintext being encrypted, b) two users cannot combine their attributes
to extend their decryption power, for instance two users cannot combine their secret
keys and decrypt a ciphertext associated with τ∗ if none of users’ secret keys satisfy
τ∗, and c) the proxy and a user cannot combine the re-encryption key and the secret
key in order to compute a new secret key. Therefore in the security-game, played
between the adversary A and the challenger (the challenger simulates the game and
answers A’s queries) we allow A to compromise a user secret key except the secret
keys which satisfy the challenge AC policy τ∗. In addition, A is also allowed to
compromise proxy keys or re-encryption keys with the following restriction:

• A is not allowed to ask secret key queries for the attribute set ω which satisfies
τ2 if A has a re-encryption key rkτ∗→τ2 . The reason for this restriction is that
A can use the re-encryption key to re-encrypt the challenge ciphertext asso-
ciated with τ∗ to a ciphertext associated with τ2 and decrypt the re-encrypted
ciphertext using his secret key which satisfies τ2. In the sequel we will refer to
τ2 as a challenge derivative AC policy if A has the re-encryption key rkτ∗→τ2 .

At one point of the security-game A gives to the challenger two messages and the
challenge AC policy τ∗, and the challenger returns to A a ciphertext of one of the two
messages encrypted under τ∗. A has to guess which of the messages was encrypted. If
the guess is correct, then A wins the security-game. The following definition formally
captures these attacks.

Definition. A CP-ABPRE scheme is said to be indistinguishable under chosen-plaintext
attacks (IND-CPA) if any polynomial-time adversary A has only a negligible advan-
tage in winning the CP-ABPRE security-game defined as follows:

• Setup. The challenger runs Setup(λ) to generate (PP,msk), and gives PP to
A.

• Phase 1. A performs a polynomially bounded number of queries:
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– KeyGen. A asks for a secret key associated with the attribute set ωj. The
challenger runs KeyGen(ωj ,msk) and gives skωj to A.

– Pkeygen. A asks for a re-encryption key for rkτ1→τ2 , where τ1 ̸= τ2.
The challenger first runs KeyGen(ω,msk) to obtain skω and then runs
Pkeygen(skω, τ1, τ2) to obtain rkτ1→τ2 . The challenger sends rkτ1→τ2 to
A.

• Challenge. A sends to the challenger two messages m0,m1, such that |m0| =
|m1|, and the challenge AC policy τ∗. A is not allowed to choose as a challenge
AC policy τ∗ if it has made the following queries in Phase 1:

– KeyGen queries such that skωj satisfies a challenge AC policy τ∗.

– KeyGen queries such that skωj satisfies any challenge derivative AC poli-
cies.

– Pkeygen queries if A previously has issued KeyGen queries such that it has
receiver skωj which satisfies τ2, and τ1 is a challenge derivative AC policy.

The challenger picks at random b ∈ {0, 1} and returns cτ∗ = Encrypt(mb, τ
∗).

• Phase 2. A can continue querying KeyGen and Pkeygen. A is not allowed to ask
for restricted queries specified in the Challenge phase.

• Guess. A outputs a guess b′ ∈ {0, 1}, and wins the game if b′ = b.

The advantage of A in winning the security-game is defined as:

ADVIND−CPA
A,CP−ABPRE(λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

6.3 A Construction of CP-ABPRE Scheme
Intuition. First we give some intuition about the construction. The Setup, KeyGen
and Encrypt algorithms are based on the CP-ABE schemes presented in Chapter 4.
The challenging part in constructing the CP-ABPRE scheme is to compute a re-
encryption key rkτ1→τ2 such that the proxy is not able to extract the delegator’s secret
key and to collude with the delegatee in order to create another re-encryption key,
say rkτ1→τ3 . Note that the proxy is honest-but-curious, which implies that the proxy
might be interested to know the contents of the ciphertext that it is re-encrypting.
Therefore, we have to find a way to enable the proxy to “somehow” partially decrypt
the ciphertext associated with the AC policy τ1, but without accessing the plaintext
in clear. Afterwards, we have to allow the proxy to re-encrypt the data and to create
a new ciphertext associated with the AC policy τ2.

To compute the re-encryption key rkτ1→τ2 , the Pkeygen algorithm randomizes
a part of the delegator’s secret key (with the random value l) and sends it to the
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proxy. The delegator also sends in clear the part of the secret key associated with the
attribute set ω′ which satisfies the access policy τ1 (it sends in clear {dj}aj∈ω′). Note
that even if the proxy gets these components in clear, it cannot decrypt any ciphertext
without de-randomizing the randomized component. In addition, the random value,
which is used to randomize the components of the secret key, is first blinded (with gx)
and then encrypted under the AC policy τ2. The random value is blinded because we
want to prevent the delegatee to have it in clear. This technique prevents the proxy
to collude with the delegatee and to extract the delegator’s secret key. In addition to
preventing the collusion between the proxy and the delegatee, we also have to prevent
the collusion among delegators such that they should not combine their secret keys
in order to extend their decryption power. For this reason, the KeyGen algorithm
generates a random value r for each user, which is embedded in each component of
the secret key. Therefore, users cannot combine secret keys since different users have
different r values.

The Encrypt algorithm enforces the AC policy in a similar way as the Encrypt
algorithm of the CP-ABE schemes presented in Chapter 4. In the Preenc phase, the
proxy produces a re-encrypted ciphertext, which indeed is a ciphertext created as a
result of encrypting the data under a key created from the blinded random value. In
the Decrypt phase, first, the delegatee reveals the blinded random value by decrypting
the ciphertext which is produced by Pkeygen (i.e. the ciphertext associated with the
AC policy τ2). Finally, the delegatee reveals the data by dividing the ciphertext
produced by Preenc with the key generated from the blinded random value.

The Scheme. In this section we describe the construction of the proposed CP-
ABPRE scheme. The scheme consists of the following algorithms:

• Setup(λ). The algorithm selects a bilinear group G of a prime order p and a
generator g, and the bilinear map e : G×G→ GT . Next to this, the algorithm
generates a universe (set) of attributes Ω = {a1, a2, ..., an}, picks randomly
α, β, f, t1, t2, ..., tn ∈ Zp, and sets {Tj = gtj}(1≤j≤n). Note that for each aj ∈ Ω
there is a tj ∈ Zp. The algorithm also defines the hash function H1 : GT → G.
The master secret key is : msk =

(
α, β, f, {tj}(1≤j≤n)

)
. The public parameters

are published as:

PP =
(
g, e(g, g)α+β , gf , {Tj}(1≤j≤n) ,H1

)
.

• KeyGen(msk, ω). The algorithm takes as input the attribute set ω which cha-
racterizes the user. The algorithm operates as follows:

1. Pick at random r ∈ Zp and compute d0 = gα−r.

2. For each attribute aj ∈ ω compute dj = g
r+β
tj .

The algorithm outputs the secret key skω =
(
d0, {dj}aj∈ω

)
.
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• Encrypt(m, τ1). To encrypt a message m ∈ GT under the AC policy τ1 over the
set of attributes from Ω, the encryption algorithm picks at random s ∈ Zp and
assigns si values to attributes in τ1 ( si values are shares of s and are generated
using the Benaloh and Leichter scheme in the same way as in Encrypt of the
B-CP-ABE scheme presented in Chapter 3). The resulted ciphertext consists of
the following components:

c0 = gs , c1 = m · e (g, g)(α+β)s
,

c2 = gfs , {cj,i = gtjsi}aj,i∈τ1 .

The algorithm outputs the ciphertext cτ1 =
(
c0, c1, c2, {cj,i}aj,i∈τ1

)
.

• Pkeygen(skω, τ1, τ2): The algorithm outputs a re-encryption key which is used
by the proxy to update the ciphertext associated with τ1 to a ciphertext asso-
ciated with τ2. Let ω

′ ⊆ ω be the smallest set which satisfies the AC policy τ1.

The algorithm first parses skω as (d0, {d(2)j }aj∈ω), picks at random l, x′ ∈ Zp,

it sets (gf )x
′
= gx and computes the re-ecnryption key rkτ1→τ2 which consists

of the following components:

d̄0 = d0 · gl , d̄1 = Encrypt(gx−l, τ2) ,

d̄2 = gx
′
= g

x
f , {d̄j = dj}aj∈ω′ .

The algorithm outputs the re-encryption key rkτ1→τ2 =
(
d̄0, d̄1, d̄2, {d̄j}aj∈ω′

)
.

Note: The message gx−l encrypted in this phase (component d̄1) belongs to
group G, while the message m encrypted in the Encrypt phase belongs to group
GT . The encryption of gx−l is done in the same way as the encryption of m
with a small change in the computation of c1. The only purpose of this change
is to keep gx−l in the group G . In the Encrypt phase the c1 has the form:

c1 = m · e (g, g)(α+β)s
,

with s ∈R Zp. While in the Pkeygen phase the c1 has the form:

c1 = gx−l · H1

(
e(g, g)(α+β)z

)
,

with z ∈R Zp. All the other components are computed in the same way as in
the Encrypt phase.

• Preenc(cτ1 , rkτ1→τ2). The algorithm parses cτ1 as (c0, c1, c2, {cj,i}aj,i∈τ1) and
rkτ1→τ2 as (d̄0, d̄1, d̄2, {d̄j}aj∈ω′), and operates as follows:

– Compute:

I(1) =
∏

aj∈ω′

e
(
d̄j , cj,i

)
, I(2) = e

(
c0, d̄0

)
· I(1) , I(3) =

c1
I(2)
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– Define:

c̄0 = c0 , c̄1 = e
(
c2, d̄2

)
· I(3) , c̄2 = d̄1 .

The algorithm outputs the re-encrypted ciphertext cτ2 = (c̄0, c̄1, c̄2).

• Decrypt(cτ , skω): The decryption algorithm takes as input a ciphertext cτ and
a secret key skω. It checks if the secret key skω related to the attribute set ω
satisfies the AC policy τ . If not, the algorithm outputs ⊥. Otherwise:

1. If ω satisfies the AC policy τ and cτ is equal to cτ1 (cτ1 is a regular
ciphertext created by Encrypt), then the decryption algorithm performs
the following operations:

– In the first step, the algorithm chooses the smallest set ω′ ⊆ ω
which satisfies τ1 and parses cτ1 as

(
c0, c1, c2, {cj,i}aj∈τ1

)
and skω as

(d0, {dj}aj∈ω).

– In the second step, it computes:

Z(1) =
∏

aj∈ω′

e (dj , cj,i) .

– In the third step, it computes:

Z(2) = e (d0, c0) · Z(1) .

– In the final step, the message is obtained by computing:

m =
c1
Z(2)

.

We do not use the c2 element of the ciphertext in the Decrypt phase. The
c2 element is used in Preenc only. This phase of the Decrypt algorithm
is almost the same as the Decrypt algorithm of the CP-ABE schemes pre-
sented in Chapter 4 (i.e. it considers ciphertexts created by Encrypt only).
The following phase of Decrypt is unique for the proxy re-encryption since
it considers the case when the ciphertext is re-encrypted.

2. If ω satisfies the AC policy τ and cτ is equal to cτ2 (cτ2 is a re-encrypted
ciphertext created by Preenc), then the decryption algorithm computes
the following:

– In the first step it parses cτ2 as (c̄0, c̄1, c̄2).

– In the second step it recovers the message m in the following way:

m =
c̄1

e (c̄0,Decrypt (c̄2, skω))
.
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Note: The operation Decrypt(c̄2, skω) = gx−l (where gx−l belongs to
the group G) is done in similar way as Decrypt explained under (1.):

gx−l =
c1

H1(Z(2))
.

Correctness. We show that Decrypt returns the message m on input of the se-
cret key skω, which is created as a result of running KeyGen(msk, ω), and the ci-
phertext cτ . The cτ can be either equal to cτ1 , which is created as a result of
running Encrypt(m, τ1), or equal to cτ2 , which is created as a result of running
Preenc(cτ1 , rkτ1→τ2). Without loss of generality, let ω′ ⊆ ω be the smallest subset
which satisfies both τ1 and τ2.

First we show the correctness for Decrypt when cτ is equal to cτ1 . We observe
that:

Z(1) =
∏

aj∈ω′

e

(
g

r+β
tj , gxjsi

)
= e

(
gr+β , gs

)
and

Z(2) = e
(
gα−r, gs

)
· e

(
gr+β , gs

)
= e (g, g)

(α+β)s
.

Finally, Decrypt computes m as follows:

c1
Z(2)

=
m · e (g, g)(α+β)s

e (g, g)
(α+β)s

= m .

Next we show the correctness for Decrypt when cτ is equal to cτ2 . First, we observe
the form of the ciphertext cτ2 = (c̄0, c̄1, c̄2):

c̄0 = gs , c̄2 = Encrypt(gx−l, τ2) .

The form of c̄1 depends on I(1), I(2), I(3), where:

I(1) =
∏

aj∈ω′

e

(
g

r+β
tj , gtjsi

)
= e

(
gr+β , gs

)
,

I(2) = e
(
gs, gα−r · gl

)
· e (g, g)(r+β)s

= e
(
gs, gα+β · gl

)
,
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I(3) =
m · e

(
gs, gα+β

)
e (gs, gα+β · gl)

=
m

e (gs, gl)
,

c̄1 = e
(
gsf , g

x
f

)
· m

e (gs, gl)

= m · e
(
gs, gx−l

)
.

To compute m, the Decrypt first runs :

Decrypt(c̄2, skω) = gx−l

and finally:

c̄1
e (c̄0, gx−l)

=
m · e

(
gs, gx−l

)
e (gs, gx−l)

= m.

Properties

In the following we present the properties of our proposed scheme:

• Uni-directional. The re-encryption key rkτ1→τ2 only allows the proxy to
re-encrypt ciphertexts encrypted under the policy τ1 into ciphertexts encryp-
ted under policy τ2, and not the other way around. For instance, the re-
encryption key rkτ1→τ2 can be used to re-encrypt ciphertexts associated with
a policy τ1 = Patient ∧ Bob into ciphertext associated with a policy τ2 =
General Practitioner(GP ). The idea is that a GP should access his patients’
health data, however, individual patients should not be able to access GP ’s
data since a GP possesses data of different patients.

• Non-Interactive. The re-encryption key rkτ1→τ2 is computed by the delegator
without interacting with the delegatee, the TA authority or the proxy. To
compute rkτ1→τ2 , the delegator uses his secret key and the master public key.
Therefore the delegator remains off-line while computing the re-encryption key
and the proxy performs a re-encryption process to update (or re-encrypt) the
ciphertext without any interaction with the delegator.

• Key Optimal. The delegator and the delegatee do not need to store extra se-
crets in addition to their original secret keys associated with a set of attributes,
regardless of how many delegations he/she gives (or accepts).
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• Non-transitivity. The proxy cannot re-delegate the decryption rights. Al-
ternatively it can be said that the proxy cannot combine re-encryption keys
to create new delegations. For example, the proxy cannot construct a re-
encryption key rkτ1→τ3 from other two re-encryption keys rkτ1→τ2 and rkτ2→τ3 .

• Collusion Safe. The proxy and the delegatee cannot combine their secret
keys to derive a new key. For example, the proxy should not be able to
combine the re-encryption key rkτ1→τ2 , where τ1 = GP ∧ Hospital 1 and
τ2 = GP ∧ (Hospital 1 ∨ Hospital 2), with a delegatee who has a secret
key skω associated with the attribute set ω = (GP, Hospital 2) in order
to compute the delegator’s secret key skω′ associated with the attribute set
ω′ = (GP,Hospital 1). Collusion safety also implies that two users cannot
combine their secret keys. For instance, Alice who has a secret key skω asso-
ciated with the attribute set ω = (Nurse,Hospital 1) should not be able to
combine her secret key with Charlie who has a secret key skω′ associated with
the attribute set ω′ = (GP,Hospital 2) and should not be able to decrypt a
ciphertext encrypted under the policy τ = Nurse ∧Hospital 2, which cannot
be satisfied neither by Alice nor by Charlie.

• Multi-User Decryption. In existing proxy re-encryption schemes, once the
proxy performs the re-encryption, the delegator loses the decryption power, thus
the delegator cannot use his secret key to decrypt the re-encrypted data. The
reason is that the mapping ciphertext-public key is one-to-one, which implies
that one ciphertext can be decrypted only by one secret key, thus after the
re-encryption is performed only the delegatee has the power to decrypt the
ciphertext. One can argue that the proxy can keep a copy of the original
ciphertext and enable the delegator to decrypt the original ciphertext. However,
this solution requires for the proxy to keep the original ciphertext for each re-
encrypted data, which is not efficient.

The CP-ABPRE scheme has a property which allows the delegator to generate a
re-encryption key in such a way that the delegator does not loose his decryption
power after the proxy performs the re-encryption, and the re-encrypted cipher-
text can be decrypted by many users whose secret key satisfies the AC policy.
Thus the server does not have to keep the original ciphertext. As an example,
suppose there is a ciphertext associated with the AC policy τ1 = (a∧b)∨(c∧d).
Bob has a secret key skωBob

associated with a set of attributes ωBob = (a, b, f).
Since Bob satisfies the AC policy τ1, Bob is capable to compute a re-encryption
key that can update the AC policy τ1 into another policy τ2 = c ∧ f . If Bob
updates the AC policy τ1 into τ2, Bob looses his decryption power because Bob
does not satisfy the AC policy τ2. However, using CP-ABPRE, Bob can retain
his decryption power by defining the AC policy as τ̃ = τ1 ∨ τ2.

• Multi-User & Single-User Delegation. In CP-ABPRE many users may
have a secret key associated with an attribute set that may satisfy the AC policy
associated with the ciphertext. Hence, many users can compute re-encryption
keys. However, this property may not always be of potential interest and might
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Table 6.1: Efficiency of CP-ABPRE.

Exp.(G) Exp.(GT ) Pairing H1

KeyGen |ω|+ 1 - - -
Pkeygen |τ2|+ 4 1 - 1
Encrypt |τ1|+ 2 1 - -
Preenc - - |ω′|+ 2 -
Decrypt - - |ω′|+ 1 -
Decrypt - - |ω′|+ 2 1
(Re-encrypted Ciphertexts)

be undesirable in some scenarios. In practice we can overcome this problem by
defining attributes that are unique to an individual, in addition to the attributes
that may be possessed by multiple users. For example, consider Alice who has
a secret key skω associated with the attribute set ω = (Alice, Patient) and a
ciphertext encrypted under the AC policy τ1 = Alice ∧ Patient. Here Alice
is an individual attribute which can be possessed solely by Alice and Patient
is an attribute which can be possessed by many users. It is obvious that only
Alice satisfies the AC policy τ1 and only Alice can compute the re-encryption
key rkτ1→τ2 , for any τ2.

6.3.1 Efficiency Analysis

The size of the secret key skω depends on the number of attributes the user possesses
and consists of |ω|+ 1 group elements in G. Thus, KeyGen requires |ω|+ 1 exponen-
tiations in G. The size of the ciphertext cτ1 depends on the size of the AC policy τ1
and has |τ1| + 2 group elements in G, and one group element in GT . Thus, Encrypt
requires |τ |+ 2 exponentiations in G and one exponentiation in GT . The size of the
re-encryption key rkτ1→τ2 computed by Pkeygen depends on the size of the attribute
set ω′ that satisfies τ1 and on the size of τ2. However, the computations performed
in Pkeygen are independent of ω′. This is because Pkeygen re-uses some components
computed by KeyGen. For example, the d̄j components computed by Pkeygen are
the same as the dj components computed by KeyGen. In total, Pkeygen requires
|τ2| + 4 exponentiations in G, one exponentiation in GT and one hash function H1.
Preenc requires |ω′|+2 pairings and the size of the re-encrypted ciphertext cτ2 is two
components from group G and one component from group GT .

To decrypt the original ciphertext (i.e. not the re-encrypted ciphertext), Decrypt
requires |ω′|+1 pairing operations, where |ω′| is the attribute set that satisfies τ1. If
the ciphertext is re-encrypted, then Decrypt requires |ω′|+ 2 pairing operations and
one hash function H1, where |ω′| is the attribute set that satisfies τ2.
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6.3.2 Security Proof
We provide a security proof in the generic group model, described in Section 2.5.2.
Informally, the model relies on the fact that it is hard to find the discrete logarithm
in a group (including a group with bilinear pairing) when the order of the group is
a large prime number. In this model group elements are encoded as unique random
strings, in such a way that the adversary A can manipulate group elements using
canonical group operations in G and GT and cannot test any property other than
equality.

Theorem 5. The advantage of any adversary A in the CP-ABPRE security game
receiving q group elements from queries it makes to the oracles for computing a group
operation in G and GT , pairing operation e and from the interaction with the CP-
ABPRE security-game is bounded by O(q2/p).

Proof. In the same was as we did to prove the security of mCP-ABE in Chapter 5,
to prove the security of CP-ABPRE we bound the advantage of A in a modified
game in which the challenge ciphertext is either c0 = e(g, g)(α+β)s or c0 = e(g, g)θ,
instead of giving a challenge ciphertext as defined in the security-game of Section 6.2
as c0 = mb · e(g, g)(α+β)s where b ∈ {0, 1}. We show that A cannot distinguish
which game is playing. Note that if there is an A that has an advantage ε in the
security-game of Section 6.2 then there can be another A which has advantage ε

2 in
the modified security-game.

We will write γ0(x) as a random encoding for the group element gx ∈ G, and γ1(x)
as a random encoding for group element e(g, g)x ∈ GT . Each random encoding is
associated with a rational function (a function written as a division of two polynomial
functions). Let f be a rational function over the variables {α, β, θ, s, sî, {tj}1≤j≤n, r,
f, l}, where each variable is an element picked in the scheme at random. A receives
the following encodings from the interaction with the simulator in the security-game:

• Components generated by the Setup algorithm:

1. γ0(1) representing the group generator g.

2. γ0(f) representing the group element gf .

3. {γ0(tj)}1≤j≤n representing {Tj = gtj}1≤j≤n.

4. γ1(α+ β) representing e(g, g)α+β .

• Components generated by the KeyGen oracle in Phase 1 and Phase 2 of the
security game. We assume that A asks for a secret key associated with the
attribute set ω.

1. γ0(α− r) representing d0 = gα−r.

2. {γ0( r+β
tj

)}aj∈ω representing {dj = g
r+β
tj }aj∈ω.

• Components generated by the Pkeygen oracle in Phase 1 and Phase 2 of the se-
curity game. Let Pkeygen(τ1, τ2) be the re-encryption query used to re-encrypt
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messages encrypted under the AC policy τ1 into messages encrypted under the
AC policy τ2. Let ω

′ be the set of attributes that satisfies the AC policy τ1.

1. γ0(α− r + l) representing d̄0 = gα−r+l.

2. γ0(z), γ0(R), γ0(fz) and {γ0(tjzî)}aj,̂i∈τ2 representing

d̄1 = Encrypt(gx−l, τ2).

3. γ0(x
′) representing d̄2 = gx

′
= g

x
f .

4. {γ0( r+β
tj

)}aj∈ω representing {d̄j = g
r+β
tj }aj∈ω′ .

• Components generated by the Encrypt oracle in the Challenge phase of the
security-game. Let A asks for a challenge for messages m0,m1 ∈ GT and the
AC policy τ∗.

1. γ0(s) representing c0 = gs.

2. γ1(θ) representing c1 = e(g, g)θ.

3. γ0(fs) representing c2 = gfs.

4. {γ0(tjsî)}aj,̂i∈τ∗ representing {cj,̂i = gtjsî}aj,̂i∈τ∗ .

A uses the group elements received from the interaction with the simulator to
perform queries to the oracles for group operation in G and GT . For instance, the
oracle returns f + f ′ when A asks for multiplying f and f ′, or f − f ′ when A asks
for dividing f and f ′. A can also make queries to the oracle for computing pairing
operation e. For instance, the oracle returns f · f ′ when A asks for pairing f and f ′.
We show that A cannot distinguish with non-negligible advantage the simulation of
the modified game where the challenge ciphertext is c1 = e(g, g)θ, with the simulation
of the real game where the challenge ciphertext would have been c1 = e(g, g)(α+β)s.
First, we show the A’s view when the challenge ciphertext is γ1(θ). Following the
standard approach for security in the generic group model (we follow the same ap-
proach in Chapter 5 to prove the security of mCP-ABE), A’s view can change when
an unexpected collision occurs due to the random choice of the formal variables
{α, β, θ, s, sî, {tj}1≤j≤n, r, f, l}. For any two distinct queries the probability of such

a collision occurs is O( q
2

p ). Since for large p the probability of such a collision is
negligible we ignore this case.
Second, we show what A’s view would have been if the challenge ciphertext had been
set γ1((α+ β)s). We show that A cannot make a polynomial query which would be
equal to (α+ β)s, and therefore a collision cannot occur. This would also prove our
theorem. In Table 6.2 we list possible queries that A can make into GT using the
group elements received from interaction with the simulator in the security-game.
As shown in Table 6.2 (the highlighted cell), A can pair s with α− r, and r+β

tj
with

sitj , and then sum the results to get s(α− r) +
∑

ai∈ω rsi +
∑

ai∈ω βsi. In order to
get only (α+ β)s, A has to create polynomial requests to cancel sr and to compute
βs. We observe that in order A to obtain βs and sr has to pair r+β

tj
with sîtj . From
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Table 6.2: Possible queries into GT .

1 α+ β tj
(α− r)s (r + β)si

r+β
tj
s

fz xs x
s(α− r) + (r + β)si r + β (r + β)si
xjsi (α− r)(xjsi) z
α− r ± (r + β)si s(α− r + l) R
(α+ β)± s (α− r + l)

the Table 6.2 we can see that A can construct a query polynomial of the form:

sα︸︷︷︸
A

− sr︸︷︷︸
B

+
∑
ai∈ω

rsi︸︷︷︸
C

+
∑
ai∈ω

βsi︸︷︷︸
D

.

However, A cannot construct a query polynomial of the form (α + β)s = αs+ βs if
A does not have a secret key which satisfies the AC policy. First, there has to be
at least one rsi missing (there must be one ciphertext component gxjsi for which A
does not have a secret key component g

β+r
tj to pair, therefore A cannot cancel tj),

therefore A cannot reconstruct rs under the term C, and as a sequence cannot cancel
the term B and C. Second, there must be at least one βsi missing, hence A cannot
reconstruct βs under the term D. As a result of the above analysis, we conclude that
A cannot make a polynomial query which has the form (α+ β)s. 2

6.4 Conclusion
In this chapter we present a new proxy re-encryption scheme in the CP-ABE setting.
The proposed scheme (CP-ABPRE) allows a user (the delegator) to change the AC
policy associated with the ciphertext dynamically, without decrypting it. To reduce
the computations performed at the delegator’s side, and to avoid the need for the
delegator to be online, the delegator has to compute a re-encryption key which allows
the proxy to re-encrypt the ciphertext and to update its AC policy. The re-encrypted
ciphertext can be decrypted by users who posses a secret key associated with a set
of attributes that satisfies the updated AC policy.
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Chapter7
Public-Key Encryption with Delegated
Search

In chapters 3-6 we propose schemes that control the access to the out-
sourced data by using encryption techniques. In this chapter we consider
a scenario when encryption is used for malicious purposes. For instance,
an attacker can use traditional public-key encryption (PKE) to encrypt
malware, which once decrypted by the private-key holder can compromise
all private-key holder’s data regardless whether the data is stored in a lo-
cal computer or is outsourced to another party. To avoid this attack, we
construct a mechanism, called public-key encryption with delegated search
(PKEDS), that enables the private-key holder to provide trapdoors to the
server such that the server, given an encrypted data and a malware signa-
ture, is able to check whether the encrypted data contains the malware
signature, without decrypting it.

We begin the chapter with a motivation and review the related work.
In Section 7.2 we define the algorithms of the PKEDS scheme and for-
malize the security requirements. In Section 7.4 we present our PKEDS
construction. In Section 7.5 we prove its security and in Section 7.6 we
discuss its applications. The last section concludes the chapter. The
contents of this chapter is based on a refereed paper [3].

7.1 Introduction
Consider an organization, Carol, whose employees use public-key encryption (PKE)
to communicate with other users from outside the organization. All organizational
incoming encrypted emails are stored in a server which is managed by Carol. Alice (an
employee) can download her encrypted email from the server and decrypt it locally
using her private key. Encryption prevents an attacker from learning confidential
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information, but it opens another problem: the server cannot search the ciphertext
for malware. While encryption helps Alice to protect her sensitive data, the hardness
of processing the ciphertext without decrypting it, helps the attacker to hide malicious
content from the server. Suppose Bob, who resides outside the organization, encrypts
a message with Alice’s public key, so that only Alice will be able to learn the contents
of the message. Unbeknown to Bob, his computer is infected and embeds malware
into the message. Since the malware is encrypted, the server is unable to scan the
ciphertext for malicious code. A naive solution to detect encrypted malware for Alice
is to send her private key to the server. Once the server gets the key, it decrypts
the ciphertext and then scans the plain data for a malicious content. However this
solution is too risky since the server accesses the plain data and a compromise of the
server reveals all Alice’s data. Another solution would be to force Alice to scan her
email for malicious content. However this approach is not efficient.

If the infected ciphertext is not properly scanned, the malware will get installed
on Alice’s computer. Once installed, the malware can steal sensitive information from
Alice, including her secret keys that she uses to control the access to her outsourced
data. This makes all schemes presented in chapters 3-6 useless since the attacker has
access to all information needed to decrypt the encrypted data.

In this chapter we focus on finding mechanisms which allow Alice to delegate
the power to search her ciphertexts (i.e. ciphertexts that are not created by Alice)
to the server, without decrypting it. Searching encrypted data [24] is an attractive
technique that might address the aforementioned problem. It allows the server to
search encrypted data without learning information about the plain data or the search
query. Boneh et al. [24] were the first to propose public-key encryption with keyword
search (a.k.a PEKS or searchable encryption). It works as follows. Bob creates a
ciphertext cw which encrypts the keyword w and Alice creates a trapdoor tw for a
keyword w. The trapdoor tw is sent to the server, which on receipt of the searchable
ciphertext cw and the trapdoor tw, runs the Test function which returns true only
if both the searchable ciphertext cw and the trapdoor tw are associated with the
same keyword, otherwise it outputs false. PEKS is only used to encrypt keywords
(meta-data) describing the document, whereas to encrypt the entire document Bob
must use a traditional PKE scheme, where the ciphertext is decryptable but not
searchable. This approach is not suitable for some applications, such as detecting
encrypted malware, for the following reasons: a) the server can search only inside
the PEKS ciphertext, the other part of the ciphertext created by the PKE scheme
is not searchable, and b) Alice has to stay online - the malware signature database
maintained by the server might get updated frequently, therefore Alice has to create
trapdoors and send them to the server.

Our Contribution

In this chapter we construct a public-key encryption scheme with delegated search
(PKEDS) which has the following properties:

1. Each part of the encrypted data is both searchable and decryptable, unlike in
PEKS where only the metadata part of the ciphertext is searchable. Hence, our
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scheme can be used on its own, without employing an additional PKE scheme,
to provide end-to-end security.

2. Once delegated by Alice, the server is allowed to create any trapdoor without
contacting Alice, thus, once the delegation is done, Alice can go offline. We
construct a mechanism that enables Alice to provide the server with a master
trapdoor t∗ such that, given the encrypted data and a word w picked by the
server, the server can test whether the word w is in the encrypted data, without
decrypting it.

3. The server can answer queries made by Alice. In the proposed scheme, Alice
can provide the server with a trapdoor tw associated with a specific word w
such that the server can test whether the word w occurs in the encrypted data,
without allowing the server to learn the word w.

We provide a security proof in the standard model and show that the scheme
is ciphertext indistinguishable and trapdoor indistinguishable under the Symmetric
External Diffie-Hellman (SXDH) assumption. Note that in our scheme it is inherently
impossible to achieve these properties with respect to the server (i.e. we can achieve
these properties against any adversary excluding the server). The first limitation
comes from the fact that we allow the server to hold the master trapdoor t∗, from
which the server can create any trapdoor associated to any word and break the
ciphertext indistinguishability. The second limitation comes from the nature of the
PKE, where an entity (i.e. the server) which holds a trapdoor tw associated with a
specific word w and knows the public key of the receiver can create a valid ciphertext
and thus can break the trapdoor indistinguishability. This is also observed by Shen,
Shi and Waters [92] and to date the property of the trapdoor indistinguishability
is only achieved in the symmetric key setting, where only the secret key holder can
create a valid ciphertext. The best that we can achieve with respect to the server
is ciphertext one-wayness and we show that our scheme is secure in this respect
under the modified Computation Diffie-Hellman (mCDH) assumption in the standard
model. The construction of the scheme is based on ElGamal private-key encryption
(PKE) [45]. Indeed, our scheme can be viewed as an extension of ElGamal, with
the additional features: it allows the receiver to create trapdoors and the server
to search the encrypted data. The proposed construction uses Type-3 pairings [48]
which are employed by the server to search the ciphertext and by the receiver to
run the trapdoor generation functions in order to generate the trapdoor. The use of
Type-3 pairing is crucial, both for running the testing functions and for preventing
an adversary (other than the server) to break the security of the scheme.

7.1.1 Related Work
The idea of searching in encrypted data was first introduced by Song, Wagner and
Perrig [96] in the symmetric key setting where the owner of the secret key creates
both a searchable ciphertext and a trapdoor, while a server can test whether a given
ciphertext and a trapdoor are associated with the same word.
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In the public key setting, Boneh et al. [24] introduced the first private-key encryp-
tion with keyword search (PEKS) in which everyone can create a searchable cipher-
text but only the owner of a private key can create a trapdoor. The proposed PEKS
scheme [24] is based on anonymous identity-based encryption (IBE) as introduced in
[27]. Abdalla et al. [10] have fixed a consistency flaw from [24] and have provided a
transform of an anonymous IBE scheme from Boyen and Waters [30] to construct a
PEKS scheme in the standard model. In addition, they have shown how to extend
the PEKS scheme to design a public-key encryption with temporary keyword search.

There are a number of improvements to the initial concept of PEKS in which the
search is only done by comparing the keyword of the ciphertext with the keyword
of the trapdoor. Boneh and Waters [29] have proposed a scheme which supports
conjunctive, subset, and range queries over the keywords. Hwang and Lee [54] have
proposed a PEKS scheme which works in the multiuser setting, where the keyword
is encrypted under many public keys for many receivers. Fuhr and Paillier [47] have
proposed a decryptable PEKS scheme with a security proof in the heuristic random
oracle model, and Hofheinz and Weinreb [53] propose a decryptable PEKS scheme
with a security proof in the standard model.

A concept similar to the decryptable PEKS is the hybrid model [14, 107] which
integrates PKE and PEKS into a single scheme by allowing both schemes to share
the same key pair (pk, sk). The difference between the hybrid model and the original
PEKS scheme is, that the first integrates both PEKS and PKE schemes into a single
scheme, while the latter assumes that in addition to PEKS scheme there is a separate
PKE scheme. While the hybrid model ties PEKS and PKE, it does not guarantee
any relation between messages encrypted under PEKS and messages encrypted under
PKE scheme. Particularly, an attacker can always encrypt one message using PEKS
scheme and encrypt a different message using PKE scheme, in this way causing the
server to send emails in which the receivers are not interested. Our scheme guarantees
this relation since it allows the receiver to decrypt the searchable ciphertext and check
whether the keywords indeed describe the original message.

7.2 Description and Security Model of PKEDS Scheme
A public-key encryption scheme with delegated search (PKEDS) consists of the follo-
wing nine algorithms (Setup, KeyGenS , KeyGenR, Encrypt, Delegate, TrapGen, Test1,
Test2, Decrypt):

• Setup(λ) : The setup algorithm is run by a system administrator and takes as
input a security parameter λ and outputs public parameters PP.

• KeyGenS(PP) : This key generation algorithm is run by the server and takes as
input public parameters PP and outputs the server’s public/private key pair
(pkS , skS).

• KeyGenR(PP) : This key generation algorithm is run by Alice (the receiver)
and takes as input public parameters PP and outputs Alice’s public/private
key pair (pkR, skR).
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• Encrypt(pkR, w) : The encryption algorithm is run by Bob (the message sender)
and takes as input Alice’s public key pkR and a word w, and outputs a ciphertext
cw.

• Delegate(skR, pkS) : The delegate algorithm is run by Alice and takes as input
Alice’s private key skR, the server’s public key pkS , and outputs the master
trapdoor t∗.

• TrapGen(skR, pkS , w) : The trapdoor generation algorithm is run by Alice and
takes as input Alice’s private key skR, the server’s public key pkS and a word
w, and outputs the trapdoor tw.

• Test1(cw, t∗, tw, skS) : The first testing algorithm is run by the server and takes
as input a ciphertext cw, a master trapdoor t∗, a trapdoor tw associated with
the word w, and the server’s private key skS , and outputs true if the ciphertext
and the trapdoor are associated with the same word, otherwise outputs ⊥.

• Test2(cw, t∗, w, skS) : The second testing algorithm is run by the server and takes
as input a ciphertext cw, a master trapdoor t∗, a word w, and the server’s private
key skS , and outputs true if the ciphertext contains the word w, otherwise
outputs ⊥.

• Decrypt(cw, skR) : The decryption algorithm is run by Alice and takes as input
a ciphertext cw and Alice’s private key skR, and outputs the word w or ⊥ if cw
is invalid.

Correctness. We say that PKEDS is correct if for all security parameters λ ∈ N,
for all server public/private key pairs produced by KeyGenS , for all receiver pu-
blic/private key pairs produced by KeyGenR, for all ciphertexts cw produced by
Encrypt, for all master trapdoors t∗ produced by Delegate and for all trapdoors tw
produced by TrapGen , we should have:

Pr


PP ← Setup(λ), (pkS , skS)← KeyGenS(PP), (pkR, skR)← KeyGenR(PP),
cw ← Encrypt(pkR, w), t∗ ← Delegate(skR, pkS), tw ← TrapGen(skR, pkS , w) :

w ← Decrypt(cw, skR) ∧ true← Test1(cw, t∗, tw, skS)
∧ true← Test2(cw, t∗, w, skS)

 = 1 .

7.3 Security Definitions

7.3.1 Ciphertext Indistinguishability

In the following we describe the basic security property of a PKEDS scheme which
is ciphertext indistinguishability. This property guarantees that it is infeasible for an
adversary (other than the server) to learn any information about any word from the
ciphertext. The following definition formally captures this property.
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Definition. A PKEDS is said to be ciphertext indistinguishable under chosen-plaintext
attacks if any polynomial-time adversary A has only a negligible advantage in the
chosen-ciphertext indistinguishability attack CI − AT K security-game defined as fol-
lows:

• Setup. The challenger runs Setup(λ) and forwards PP to A.

• KeyGenS Query. A requests the server’s public key pkS. The challenger runs
KeyGenS(PP) and forwards pkS to A.

• KeyGenR Query. A requests the receiver’s key pair (pkR, skR). The challenger
runs KeyGenR(PP) and forwards (pkR, skR) to A.

• Delegate Query. A requests the master trapdoor t∗ associated with the receiver
R and server S. The challenger runs Delegate(skR, pkS) and forwards t∗ to A.

• TrapGen Query. A requests a trapdoor for the message w. The challenger runs
TrapGen(skR, pkS , w) and forwards tw to A.

• Challenge. A sends to the challenger two messages w0, w1 such that |w0| = |w1|,
and the identity of the receiver R∗. We restrict A such that if A performs a
KeyGenR Query for the receiver key pair R∗, then the challenger returns only
the public key pkR∗ . The challenger randomly picks b ∈ {0, 1}, runs cwb

←
Encrypt(pkR∗ , wb) and forwards cwb

to A.

• Final Phase. A outputs a bit b′ ∈ {0, 1}, and wins the security-game if b′ = b.

The advantage of A in winning the above security-game is defined as:

ADVCI−ATK
A,PKEDS(λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

The scheme does not achieve CI against the server. Given the challenge cipher-
text cwb

, the master trapdoor t∗ and the words (w0, w1), the server runs Test2(cwb
,

t∗, w0, skS) to check whether the trapdoor and the ciphertext are associated with the
same word. If the output of Test2 is true then the server learns that b = 0, otherwise
it learns that b = 1. As CI against the server is inherently not possible (remember
that our focus is to allow the server to search the ciphertext); the best we can achieve
against the server is ciphertext one-wayness.
Note. The security model that we consider in this chapter is weaker than the
original security model considered in PEKS [24]. Our model gives more power to the
server since the scheme allows the server to generate any trapdoor. This is risky
for low entropy messages since the server can find the message by trial and error.
Nevertheless, for high entropy messages this attack is hard. For instance, if the
server scans a ciphertext which contains user fingerprints, then it is hard for the
server to guess the fingerprint by running the trial and error attack. This makes our
scheme suitable for situations when the server is managed by an organization which
wants to protect their employees from potential malicious senders while avoiding the
need of giving the private key to the server.
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7.3.2 Trapdoor Indistinguishability
The trapdoor indistinguishability property guarantees that it is infeasible for an adver-
sary (except the server) to learn any information about any word from the trapdoor.
Baek et al. [15] observe that PEKS scheme presented by Boneh et al. [24] assumes
a secure channel between the server and the receiver. If there is no secure channel,
then everyone can break the trapdoor indistinguishability property since everyone can
play the role of the server. To remove the secure channel between the receiver and
the server, Baek et al. [15] propose a scheme where the sender encrypts the PEKS
ciphertext with the public key of the server, in such a way that only the server who
knows the private key can reveal the PEKS ciphertext. In this chapter we take a dif-
ferent approach to achieve trapdoor indistinguishability against outside adversaries.
The Baek et al. [15] solution is not suitable in our setting since we allow the receiver
to decrypt the PKEDS ciphertext, otherwise if we encrypt the PKEDS ciphertext
with the server’s public key, then the receiver cannot decrypt the ciphertext without
getting help from the server. Instead, the role of the server is to search the encrypted
data and not to help the receiver to decrypt the ciphertext. To achieve trapdoor
indistinguishability, we need the secure channel established between the receiver and
the server, as assumed in [24]. This implies that, instead of encrypting the communi-
cation between the sender and the receiver, we encrypt the communication between
the receiver and the server. Namely, before sending the trapdoor to the server, the
receiver encrypts the trapdoor under the server’s public key. Since only the server
has the private key, only the server can reveal the trapdoor and search the encrypted
data. We capture the property of trapdoor indistinguishability through the following
definition.

Definition. A PKEDS is said to have the property of the trapdoor indistinguishabi-
lity if any polynomial-time adversary A has only a negligible advantage in the trapdoor
indistinguishability attack T I −ATK security-game defined as follows:

• Setup. The challenger runs Setup(λ) and forwards PP to A.

• KeyGenS Query. A requests the server’s public key pkS. The challenger runs
KeyGenS(PP) and forwards pkS to A

• KeyGenR Query. A requests the receiver’s public key pkR. The challenger runs
KeyGenR(PP) and forwards (pkR, skR) to A.

• Delegate Query. A requests the master trapdoor t∗ associated with the receiver
R and server S . The challenger runs Delegate(skR, pkS) and forwards t∗ to A.

• TrapGen Query. A requests a trapdoor for the message w. The challenger runs
TrapGen(skR, pkS , w) and forwards tw to A.

• Challenge. A sends to the challenger two messages w0, w1 such that |w0| = |w1|,
and the identity of the receiver R∗. The challenger randomly picks b ∈ {0, 1},
runs twb

← TrapGen(skR, pkS , wb) and forwards twb
to A.
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• Guess. A outputs a bit b′ ∈ {0, 1}, and wins the security-game if b′ = b.

The advantage of A in winning the trapdoor indistinguishability attack T I − ATK
security-game is defined as:

ADVT I−ATK
A,PKEDS(λ)

def
=

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ ,
where the probability is over the random values chosen by A and the challenger.

Under this definition we achieve T I only for adversaries other than the server.
Informally speaking, we achieve this property by not allowing an adversary to search
the encrypted data. In particular, we cannot achieve T I from the server who runs
the Test1 function since the server can guess the word in the following way: the server
sends to the challenger two words (w0, w1) and the challenger replies to the server by
sending twv for a random bit v ∈ {0, 1}. Next, the server chooses a random bit v′ ∈
{0, 1} and runs cv′ ← Encrypt(pkR, wv′). Finally, the server run Test1(cv′ , t∗, twv , skS)
and outputs v′ = v if the output of Test1 is true.

7.3.3 Ciphertext One-Wayness
The property of ciphertext one-wayness guarantees that it is hard for an adversary
to invert the ciphertext and to learn the word even if the adversary holds the server’s
private key, the master trapdoor and the trapdoor associated with that word, but the
adversary does not hold the receiver’s private key. The following definition formally
captures this property.

Definition. A PKEDS is said to have the property of the ciphertext one-wayness
if any polynomial-time adversary A has only a negligible advantage in the ciphertext
one-wayness attack CT OW −ATK security-game defined as follows:

• Setup. The challenger runs Setup(λ) and forwards PP to A.

• KeyGenS Query. A requests the server’s key pair (pkS , skS). The challenger
runs KeyGenS(PP) and forwards (pkS , skS) to A.

• KeyGenR Query. A requests the receiver’s key pair (pkR, skR). The challenger
runs KeyGenR(PP) and forwards (pkR, skR) to A.

• Delegate Query. A requests the master trapdoor t∗ associated with the receiver
R and server S . The challenger runs Delegate(skR, pkS) and forwards t∗ to A.

• TrapGen Query. A requests a trapdoor for the word w. The challenger runs
TrapGen(skR, pkS , w) and forwards tw to A.

• Challenge. A sends the identity of the receiver R∗ to the challenger. The
challenger picks a random word w∗, it runs cw∗ ← Encrypt(pkR∗ , w∗) and
tw∗ ← Encrypt(skR∗ , pkS , w

∗), and it forwards cw∗ and tw∗ to A. Note that
A is not allowed to learn skR∗ from the KeyGenR Query.
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• Final Phase. A outputs w′, and wins the security-game if w′ = w∗.

The advantage of A in winning the ciphertext one-wayness attack CT OW − ATK
security-game is defined as:

ADVCT OW−ATK
A,PKEDS (λ)

def
= Pr[w′ = w] ,

where the probability is over the random values chosen by A and the challenger.

7.4 Construction of the PKEDS Scheme
Intuition. Existing searchable public-key encryption schemes (such as PEKS) are
based on anonymous identity-based encryption (anonymous IBE) schemes. In an
anonymous IBE, by looking only at the ciphertext one cannot reveal the identity of
the receiver. The same applies to PEKS - by looking at the searchable ciphertext one
cannot reveal the keyword. In PEKS, the property of anonymity prevents the receiver
to know the keyword for which the searchable ciphertext is created, unless the receiver
guesses the keyword. It is exactly the property of anonymity that prevents PEKS to
be used on its own. When PEKS is used, there is always a need for an additional PKE
scheme to encrypt the word (i.e. not only keywords), which can easily be decrypted
by the receiver 1.

Our scheme works quite differently and does not rely on the traditional anony-
mous IBE transformation, which we identify as a main source that does not allow
the receiver to decrypt the encrypted keywords. At a high level, in our construction
both the ciphertext and the trapdoor are somehow encryptions of the same word
w 2.The server runs testing functions to check whether both encryptions contain
the same word, and if so, outputs true to indicate that the ciphertext contains the
word specified by the receiver when creating the trapdoor, otherwise outputs false.
Note that this is different from Naor-Yung [78] double encryption paradigm in which
the message sender generates a proof that two ciphertexts generated from the same
public-key encrypt the same message. In our construction, the sender does not ge-
nerate any proof and the ciphertext and the trapdoor are generated from different
public keys. More specifically, the ciphertext is created from the receiver’s public-key
using the Encrypt algorithm of ElGamal scheme [45] and the trapdoor is created in
such a way that it takes as input the server’s public keys and the receiver’s private-
key. When encrypting messages and decrypting ciphertexts the scheme does not use
pairing operations and works only with group elements from G, while Type-3 pairing
operations are used to generate trapdoors and to run the testing functions only.

1In PKEDS we use the notion word to refer to the message being encrypted. In PEKS the
message being encrypted is referred to as keyword. The reason that we use word and not keyword,
as we will explain in Section 7.6, is that in the PKEDS every word of the message is searchable (i.e.
not only words describing the message(a.k.a keywords)).

2In PEKS the Encrypt algorithm always take as input the same message, true, encrypted under
a public-key which is generated from the keyword string. In our construction the Encrypt algorithm
takes as input the keyword (or word) itself encrypted under recipients public key.
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The Scheme. We are now ready to present our construction. When explaining the
scheme we consider the single-user setting. The scheme consists of nine algorithms
(Setup, KeyGenS , KeyGenR, Encrypt, Delegate, TrapGen, Test1, Test2, Decrypt) defined
as follows:

• Setup. On input of the security parameter λ the algorithm outputs public pa-
rameters (PP) which contain the description of groups ⟨G,Γ⟩ of order p, the
bilinear map e : G × Γ → GT , the generators g and γ of the groups G and Γ
respectively.

• KeyGenS(PP). On input of public parameters PP the algorithm picks a random
x ∈ Zp and outputs the server’s key pair:

(skS , pkS) = (x, ps = γx) .

• KeyGenR(PP). On input of public parameters PP the algorithm picks a random
α, y ∈ Zp and outputs the receiver’s key pair:

(skR, pkR) = ((y, γα), pr = gy) .

• Encrypt(pkR, w). On input of the receiver’s public key and a word w ∈ G the
algorithm picks a random k ∈ Zp and outputs the ElGamal ciphertext:

cw = (c1, c2) =
(
w · pkr , gk

)
.

• Delegate(pkS , skR). The algorithm creates a master trapdoor to allow the server
to search the encrypted data for any word of her choice. The algorithm picks
at random r1, r2 ∈ Zp and outputs the master trapdoor:

t∗ = (t1, t2, t3, t4) = (γα · pr1s , γr1 , γyα · pr2s , γr2) .

• TrapGen(skR, pkS , w). The algorithm creates a trapdoor to allow the server to
search for a specific word w. The algorithm picks a random δ ∈ Zp and outputs
the trapdoor:

tw = (t5, t6) =
(
e(w, γα) · e(pr, pδs), γδ

)
.

• Test1(cw, t∗, tw, skS). The algorithm tests whether the ciphertext contains the
same word as the trapdoor. The algorithm parses cw as (c1, c2), t∗ as (t1, t2, t3, t4),
tw as (t5, t6) and defines:

t7 =
t1
tx2

, t8 =
t3
tx4

, ã =
e(pr, t

x
6) · e(c1, t7)
t5

, b̃ = e(c2, t8).

Finally, the algorithm checks whether ã
?
= b̃. If this equation holds, the algo-

rithm outputs true indicating that the ciphertext contains the same word as
the trapdoor, otherwise it outputs false.
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• Test2(cw, t∗, w, skS). The algorithm tests whether the ciphertext contains the
word w. The algorithm parse cw as (c1, c2), t∗ as (t1, t2, t3, t4) and defines:

t7 =
t1
tx2

, t8 =
t3
tx4

, c̃ = e(c1, t7) , d̃ = e(c2, t8) .

Finally, the algorithm checks whether c̃/d̃
?
= e(w, t7). If this equation holds,

the algorithm outputs true indicating that the ciphertext contains the word w,
otherwise it outputs false.

• Decrypt(skR, cw). On input of the ciphertext and the receiver’s private key the
algorithm outputs:

w =
c1
cy2
.

Correctness. We show that when a ciphertext is created as a result of running
Encrypt on input of the word w and the receiver’s public key pkR, then the same
word w is revealed when running Decrypt on input of the ciphertext and the receiver’s
private key skR. This is shown as follows:

c1
cy2

=
w · pkr
grs

=
w · grs

grs
= w .

Next, we show the correctness for Test1 algorithm. We observe that:

t7 =
γα · pr1s
γxr1

= γα , t8 =
γyα · pr2s
γxr2

= γyα ,

ã =
e(pr, γ

xδ) · e(w · pkr , γα)
e(w, γα) · e(pr, pδs)

= e(pkr , γ
α) , b̃ = e(gk, γyα) = e(pkr , γ

α) .

Thus ã = b̃ and the output is true indicating that the word associated with the
ciphertext and the word associated with the trapdoor are the same. Finally, we show
the correctness for the Test2 algorithm. We observe that:

t7 =
γα · pr1s
γxr1

= γα , t8 =
γyα · pr2s
γxr2

= γyα , c̃ = e(w · pkr , γα) ,

d̃ = e(gk, γyα) ,
c̃

d̃
= e(w, γα) .

Thus c̃/d̃ = e(w, t7) and the output is true indicating that the ciphertext is an
encryption of the word w.

7.4.1 Efficiency
In Table 7.1 we count the number of calculations in KeyGenS , KeyGenR, Encrypt,
Delegate, TrapGen, Test1, Test2 and Decrypt. KeyGenS requires one exponentiation
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Table 7.1: Efficiency of PKEDS.

Exp.(G) Exp.(Γ) Exp.(GT ) Pairing
KeyGenS - 1 - -
KeyGenR 1 1 - -
Encrypt 2 - - -
Delegate - 5 - -
TrapGen - 1 1 2
Test1 - 2 1 3
Test2 - 2 - 3
Decrypt 1 - - -

in Γ and KeyGenR requires one exponentiation in G and one exponentiation in Γ.
Encrypt and Decrypt are the same as in ElGamal. Encrypt requires two exponentia-
tions in G which are independent of the word and can be computed ahead of time and
Decrypt requires only one exponentiation in G. Delegate requires five exponentiations
in Γ. TrapGen requires one exponentiation in Γ, one exponentiation in GT and two
pairing operations. Test1 requires two exponentiations in Γ, one exponentiation in
GT and three pairing operations. Test2 requires two exponentiations in Γ and three
pairing operations.

7.5 Security Proof
We now show that the scheme is ciphertext indistinguishable, trapdoor indistingui-
shable and that the scheme offers ciphertext one-wayness.

7.5.1 Ciphertext Indistinguishability

When proving this property we will closely follow the security proof of [16]. In the
following we show that our construction is CI-ATK secure as long as the SXDH
assumption holds.

Theorem 6. Suppose that there is an adversary A that can break the CI-ATK of
the PKEDS scheme with advantage ε. Then we can construct a polynomial-time
reduction B that breaks the SXDH assumption with advantage (1− q

n )
1
n

ε
2 where q is

the number of queries asked by A, and n is the number of receivers in the system.

Proof. The challenger selects a bilinear map e : G × Γ → GT , and the generator g
and γ of groups G and Γ respectively. Then, it picks at random a, b ∈ Zp, computes
T0 = gab and picks at random T1 ∈R G. It flips a fair coin µ ∈R {0, 1} and gives
the SXDH tuple (g, ga, gb, Tµ) ∈ G to the reduction B. The goal of B is to solve the
SXDH assumption and acts as A’s challenger as follows:
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• Setup : B publishes PP in the same way as in the scheme.

• KeyGenS Query : B generates the server’s key pair (skS , pkS) = (x, ps = γx),
where x ∈R Zp is chosen in the same way as in the scheme. B sends to A the
server’s public key pkS . The distribution of the server’s key pair is identical to
the server’s key pair of the scheme since g and γ are random generators, and x
is a random exponent, all chosen in the same way as in the scheme.

• KeyGenR Query : B answers the receiver’s key generation queries by computing
(skR, pkR) = ((y, γα), pr = gy) where α, y ∈R Zp are chosen in the same way
as in the scheme (each user has a different α and y value). If the query is
for R∗, B sets the public key equal to pr = ga (this parameter is extracted
from the SXDH instance). Note that B does not know the private key of R∗

(B does not know a). The distribution of the receiver’s key pair is identical
to the distribution of the receiver’s key pair of the scheme since g is a random
generator, α, a and y are random exponents, all chosen in the same way as in
the scheme.

• Delegate Query : A requests a master trapdoor for the receiver R. If R is equal
to R∗, B aborts the simulation and returns a guess µ′. Otherwise, if R is
not equal to R∗, B computes the random elements r1, r2 ∈ Zp and outputs
the master trapdoor t∗ = (t1, t2, t3, t4) = (γα · pr1s , γr1 , γyα · pr2s , γr2). When
B does not abort, the distribution of the master trapdoor is identical to the
distribution of the master trapdoor in the scheme since r1 and r2 are random
elements from Zp, the same as in the real scheme.

• TrapGen Query : A requests a trapdoor for the pair (R,w) 3. If R is equal to
R∗, B aborts the simulation and returns a guess µ′. Otherwise, if R is not
equal to R∗, B picks random δ ∈ Zp and outputs the trapdoor tw = (t5, t6) =(
e(w, γα) · e(pr, pδs), γδ

)
.

When B does not abort, the distribution of the trapdoor is identical to the
distribution of the trapdoor in the scheme since δ is chosen at random from Zp,
the same as in the real scheme.

• Challenge :A requests a ciphertext for one of the two words w0 and w1 generated
under the public key of the receiver R. If R is equal to R∗, B flips a fair binary
coin v ∈ {0, 1} and outputs the ciphertext ĉwv = (c1, c2) = (wv · Tµ, gb), where
gb and Tµ are parameters extracted from the SXDH instance. The distribution
of the ciphertext is identical to the distribution of the ciphertext in the scheme
only if Tµ = gab. Otherwise, if Tµ ∈R G, the ciphertext is a random element
from G. If R is not equal to R∗, B aborts the simulation and returns a guess
µ′.

• Guess : At the end of the security-game, without loss of generality, we assume
that A has ciphertexts for all keywords generated by each user, and has re-
quested trapdoor queries to oracles O2 and O3 generated from all but one user.

3A trapdoor associated with the word w generated by user (receiver) R.
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Therefore, we assume that at the end of the security-game, in a non-aborted
simulation case, A should have ciphertexts generated by all users for each key-
word, and have at least one challenge ciphertext, denoted as ĉv , which is either
a valid or invalid ciphertext generated by R∗ for which A does not have the
corresponding trapdoor. Lastly, A outputs a guess v′. If the guess is correct
v′ = v, then B sets µ′ = 0 indicating that T0 = gab, otherwise B sets µ′ = 1
indicating that T1 ∈R G.

Suppose B does not abort (denoted as abort) during the simulation. If µ = 0 then
the ciphertext ĉv is a valid ciphertext generated by user R∗ and A sees an encryption
of wv. In this case we have: Pr

[
v′ = v|abort ∧ µ = 0

]
= 1

2 + ε. If µ = 1 then the
ciphertext ĉv is a random ciphertext for A (i.e. A gains no information about wv).
Hence we have: Pr

[
v′ ̸= v|abort ∧ µ = 1

]
= 1

2 . Note that the advantage of B is
the same as the advantage of A. For the first case when the guess of A is correct
v′ = v, B will output µ′ = 0 and we have Pr

[
µ′ = µ|abort ∧ µ = 0

]
= 1

2 + ε. For the
second case when the guess is not correct v′ ̸= v, B will output µ′ = 1 and we have
Pr

[
µ′ = µ|abort ∧ µ = 1

]
= 1

2 .
Now assume that B aborts (denoted as abort) the simulation when running either

TrapGen Query or Challenge phase. In this case B outputs its guess µ′ which is
independent of the guess given by A in Guess phase. Therefore the advantage of B
in the abort case is: Pr [µ′ = µ|abort] = 1

2 . Putting all together we define the overall
advantage of the reduction B:

Pr[abort] Pr [µ′ = µ|abort] + Pr[abort](Pr[µ = 0]Pr[µ′ = µ|abort ∧ µ = 0] +

Pr[µ = 1]Pr[µ′ = µ|abort ∧ µ = 1])− 1

2
=

Pr[abort]ε

2
.

Now we have to define the value of Pr[abort] and give the exact overall advantage
of B. Let assume that A makes at most q queries during TrapGen Query phase and
there are n users in the system. Since there is only one user for whom B cannot
answer in TrapGen Query phase, the probability that a query causes B to abort is
at most 1

n . Since A can make q queries the overall probability that A aborts du-
ring TrapGen Query phase is q

n . Thus the probability that B does not abort in the
TrapGen Query is 1− q

n . The probability that B will not abort in the Challenge phase
is at least 1

n . We now conclude that the reduction B solves the SXDH assumption
with advantage at least (1− q

n )
1
n

ε
2 , as required. 2

7.5.2 Trapdoor Indistinguishability
We prove that our scheme is TI-ATK secure as long as the SXDH assumption is
intractable. Unlike the ciphertext indistinguishability where the reduction had an
SXDH instance from group G, when proving this property the reduction has an
SXDH instance from group Γ.

Theorem 7. Suppose that there exists an adversary A that can break the trapdoor
indistinguishability of the PKEDS scheme with advantage ε. Then we can construct
a polynomial-time reduction B that solves the SXDH assumption with advantage ε

2 .
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Proof. The challenger selects a bilinear map e : G × Γ → GT , and the generator
g and γ of the group G and Γ respectively. Next, the challenger defines T0 = γab

for a random a, b ∈R Zp and picks at random T1 ∈R Γ. After flipping a fair coin
µ ∈R {0, 1}, the challenger gives the SXDH tuple (γ, γa, γb, Tµ) ∈ Γ to B. The
reduction B solves the SXDH assumption by running A as a subroutine:

• Setup: B publishes PP in the same way as in the scheme.

• KeyGenR Query : B sets the server’s public key pkS = (ps = γa), where γa is
extracted from the SXDH instance, and implicitly sets the server’s secret-key
skS = a. B publishes the server’s public key which distribution is identical to
the server’s public key of the scheme since g and γ are random generators, a is
random exponent, all chosen in the same way as in the scheme.

• KeyGenR Query : B answers receiver’s key generation queries by computing
(skR, pkR) = ((y, γα), pr = gy) where α, y ∈R Zp are chosen in the same way as
in the scheme (each user has different α and y value). The distribution of the
receiver’s key pair is identical to the distribution of the receiver’s key pair of
the scheme since g is a random generator, α and y are random exponents, all
chosen in the same way as in the scheme.

• Delegate Query : A requests a master trapdoor for the receiver R. B com-
pute random elements r1, r2 ∈ Zp and outputs the master trapdoor t∗ =
(t1, t2, t3, t4) = (γα · pr1s , γr1 , γyα· pr2s , γr2).
The distribution of the master trapdoor is identical to the distribution of the
master trapdoor in the scheme since r1 and r2 are random elements from Zp,
the same as in the real scheme.

• TrapGen Query : A requests a trapdoor for the pair (R,w). B picks random δ ∈
Zp and outputs the trapdoor tw associated with the keyword w, tw = (t5, t6) =(
e(w, γα) · e(pr, pδs), γδ

)
. The distribution of the trapdoor is identical to the

distribution of the trapdoor in the scheme since δ is randomly chosen from Zp,
the same as in the real scheme.

• Challenge : A sends two words w0 and w1 to B and asks for a trapdoor generated
by user R∗. B flips a fair coin v ∈R {0, 1}, picks at random α ∈ Zp and implicitly
sets δ = b (where b is an exponent from the SXDH instance) and returns the
trapdoor to A: twv

= (t5, t6) =
(
e(wv, γ

α) · e(pr, Tµ), γb
)
, where (pr = gy, y) is

R∗’s public/private key pair.

• Guess : A outputs a guess v′.

If µ = 0 and Tµ = γab, then the generated challenged trapdoor twv is a valid
trapdoor generated by user R∗ and the view of A is distributed as if it had received
the trapdoor from the real scheme. In this case we have: Pr [v′ = v|µ = 0] = 1

2 + ε.
If µ = 1 and Tµ ∈R Γ, then the generated trapdoor twv is an invalid trapdoor. In
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this case we have: Pr [v′ ̸= v|µ = 1] = 1
2 . Putting all together we define the overall

advantage of B:

(Pr[µ = 0]Pr[µ′ = µ|µ = 0] + Pr[µ = 1]Pr[µ′ = µ|µ = 1])− 1

2
=
ε

2
.

2

7.5.3 Ciphertext One-Wayness
In this section we show that our construction is CT OW−ATK secure in the standard
model.

Theorem 8. The PKEDS scheme with the message space in G is CT OW − ATK
secure in the standard model assuming mCDH is intractable.

Proof. The challenger selects a bilinear map e : G × Γ → GT , and the generator g
and γ of the group G and Γ respectively. Then, it picks at random a, b ∈ Zp, and
gives mCDH tuples (g, ga, gb) ∈ G and (γ, γb) ∈ Γ to the reduction B. The goal of B
is to solve the mCDH assumption and acts as A’s challenger as follows:

• Setup : B publishes PP in the same way as in the scheme.

• KeyGenS Query: B generates the server’s key pair (skS , pkS) = (x, ps = γx),
where x ∈R Zp is chosen in the same way as in the scheme. B publishes the
server’s key pair. The distribution of the server’s key pair is identical to the
server’s key pair of the scheme since g and γ are random generators, and x is
a random exponent, all chosen in the same way as in the scheme.

• KeyGenR Query: B answers receiver’s key generation queries by computing
(skR, pkR) = ((y, γα), pr = gy) where α, y ∈R Zp are chosen in the same way as
in the scheme (each user has different α and y value). If the query is for R∗,
B sets the public key equal to pr = ga (this parameter is extracted from the
mCDH instance). Note that B does not know the private key of R∗ (the reduc-
tion does not know a). The distribution of the receiver’s key pair is identical
to the distribution of the receiver’s key pair of the scheme since g is a random
generator, α, a and y are random exponents, all chosen in the same way as in
the scheme.

• Delegate Query : A requests a master trapdoor for the receiver R. B com-
putes random elements r1, r2 ∈ Zp and outputs the master trapdoor t∗ =
(t1, t2, t3, t4) = (γα · pr1s , γr1 , γyα· pr2s , γr2). If R = R∗ then y = a. The dis-
tribution of the master trapdoor is identical to the distribution of the master
trapdoor in the scheme since r1 and r2 are random elements from Zp, the same
as in the real scheme.

• TrapGen Query : A requests a trapdoor for the pair (R,w). B picks random
δ ∈ Zp and outputs the trapdoor tw = (t5, t6) = (e(w, γα)· e(pr, pδs), γδ). The
distribution of the trapdoor is identical to the distribution of the trapdoor in
the scheme since δ is chosen at random from Zp, the same as in the real scheme.
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• Challenge : The reduction picks at random c′ ∈ Zp, computes gc′

ga = gc̄ (thus,

c′ = a+ c̄), implicitly sets w∗ = gbc̄ and outputs the challenge ciphertext ĉw∗ =
(c1, c2) = (gbc

′
, gb) and the challenge trapdoor tw∗ = (t5, t6) = (e(gc̄, γbα) ·

e(pr, p
δ
s), γ

δ) . The challenge ciphertext ĉw∗ = (c1, c2) = (gbc
′
, gb) = (gbc̄ ·

gab, gb) is a valid encryption of the message w∗ = gbc̄ under the public key of
R∗ and has the same distribution as the ciphertext in the real scheme. The
same holds for the trapdoor tw∗ .

• Output : At the end of the security-game, A outputs the message w′.

B checks whether e(w′, γ)
?
= e(ga, γb). If so, then A has decrypted the challenge

ciphertext and B uses the output of A to solve the mCDH assumption: gab = c1
w′ ,

which will contradict the assumption and proof the theorem. 2

7.6 Applications
In this section we illustrate two applications of the PKEDS scheme: to detect en-
crypted malware and to forward encrypted emails.

Detecting Encrypted Malware

A polymorphic virus uses encryption to modify its form as it spreads in such a way
that different infected files have different byte-strings (each file is encrypted with a
different key) [73]. The polymorphic virus instance is divided into three parts: the
decryption algorithm, the decryption key and the encrypted virus. The decryption
algorithm uses the decryption key in order to decrypt and run the virus. The fact that
polymorphic viruses store the decryption key within each virus instance, makes them
detectable by a virus scanner. As pointed out in the introduction, in this chapter
we consider attackers who use encryption to hide malware even in a more powerful
way. Namely, in our attack scenario an attacker does not include the decryption key
within the encrypted data: indeed, an attacker does not know the decryption key
which belongs to the receiver. Hence, the virus instance that we consider contains
only the encrypted malware and the decryption algorithm.

In the proposed PKEDS, the server can use the master trapdoor, a ciphertext and
a malware signature, to check whether the ciphertext contains the malware signature,
without decrypting it. This kind of detection is known as signature-based detection
and is performed by most existing antivirus software packages, which maintain a da-
tabase with known malware signatures and check whether the scanned data has the
same signature as the one of the signatures stored in the database. If the signatures
match, then a malware is found and the antivirus takes further steps to quarantine,
repair or delete the infected data. We assume that the server has a database with
known malware signatures and for each signature, using the master trapdoor t∗, it
creates a trapdoor and checks whether the trapdoor and the scanned ciphertext have
the same signature. If so, then a malware is detected and the server takes further
steps to quarantine or delete the ciphertext, otherwise the ciphertext is clean and is
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forwarded to the receiver. The crucial property of the scheme is that ciphertexts are
both searchable and decryptable, thus the server can search every part of the cipher-
text for a possible malware. Note that allowing the server to search the encrypted
data does not mean that the server can perform any kind of intrusion detection. For
instance, 0-day attacks cannot be detected through signature-based detection.

Roschke et al. [9] propose a technique which detects malicious content in the
encrypted data. The solution presented in [9] is based on the IBE [27] scheme and
suffers from the key escrow property where the compromise of the master secret
key breaks the whole system. The conceptual difference between PKEDS and the
approach presented in [9] is, that the scheme in [9] uses the master secret key of the
IBE to decrypt the ciphertext and then uses the virus scanner to scan the plaintext,
while in PKEDS the scanning can be done in the encrypted data, without having to
decrypt it.

Forwarding Encrypted Emails

The original motivation for a PEKS scheme is to allow an email server to categorize
user encrypted emails based on keywords contained in the message text. Using this
property, Alice can create trapdoors twork and tfamily, and instruct the server to
forward her encrypted emails tagged with the word “work” to her secretary and
encrypted emails tagged with the word “family” to one of her family members. Waters
et al. [105] showed that PEKS schemes can also be used to build a searchable audit
log which is encrypted. The PKEDS scheme adds the decryption property to the
PEKS scheme and as such can be used in every application that PEKS can be used.
The PKEDS scheme has the following additional advantages compared to PEKS:

• PKEDS can be used on its own, without employing an additional PKE en-
cryption scheme, to send encrypted messages in an open environment. This
property inherently brings an additional advantage - each word of the message
becomes searchable by the server. For instance, to encrypt a message m which
consists of words w1, ..., wk, the sender generates the ciphertext:

(EncryptPKEDS(w1)||...||EncryptPKEDS(wk)),

where EncryptPKEDS is the encryption algorithm for the PKEDS scheme. It is
clear that to reveal the message m, the receiver has to decrypt each searchable
ciphertext separately. From a computational point of view, using PKEDS alone
might be expensive since it requires a number of PKEDS ciphertexts linear in
the number of words in the document. Note that in PEKS the server can search
only for keywords and this might be a problem for scenarios when the original
message might contain some words that appear in the receiver’s query but do
not appear in the keyword list, and as a result the server will not forward these
documents to the receiver. For example, the receiver might ask the server to
forward all documents that contain the word “Friday”. In PEKS, if “Friday” is
not a keyword in a document then the server will not forward the document to
the receiver. In PKEDS every word is searchable and the server will forward to
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the receiver all documents containing the word “Friday”, regardless if “Friday”
is keyword or not.

• PKEDS can be used in the same way as PEKS is used, namely, use PKEDS
to encrypt only keywords in addition to a non-searchable PKE scheme which
encrypts the original message. For instance, to encrypt a message m with
keywords w1, ..., wk, the sender generates the ciphertext:

(EncryptPKE(m)||EncryptPKEDS(w1)||...||EncryptPKEDS(wk)),

where EncryptPKE is a regular encryption function for the PKE scheme and
EncryptPKEDS is the encryption function for the PKEDS scheme. Unlike PEKS
which does not guarantee any relation between keywords (encrypted under
PEKS) and the original message (encrypted under PKE), PKEDS guarantees
this relation since it allows the receiver to decrypt the searchable ciphertext
and to check whether the keywords indeed describe the original message. Ano-
ther benefit is that the receiver can categorize his messages according to the
keywords, unlike in PEKS where the receiver cannot categorize his messages
since the searchable ciphertext is not decryptable and consequently the recei-
ver, without decrypting the ciphertext, does not know which keywords describe
the message. From a computational point of view, using PKEDS in addition
to another PKE scheme would require a number of PKEDS ciphertexts linear
in the number of keywords in the message, the same as in PEKS.

7.7 Conclusion
In this chapter we propose a new scheme called Public-Key Encryption with Delega-
ted Search (PKEDS) with a security proof in the standard model. In the proposed
scheme the private key holder creates a master trapdoor t∗ and delegates to another
entity (i.e. the server) the ability to search ciphertexts intended for the receiver wi-
thout decrypting it. The main property of the scheme is that ciphertexts are both
searchable and decryptable, thus the scheme can be used to search not only for key-
words describing the document, but also search for words inside the document. The
proposed scheme also allows the receiver to provide the server with a special key
(a.k.a. trapdoor tw) associated with a specific word w, such that it enables the server
to test whether the word w is in the ciphertext. As an application, we show how
PKEDS can be used for detecting encrypted malware and for forwarding encrypted
email.
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Chapter8
Conclusions

In this chapter we summarize the main contributions of the thesis. We
also give some directions for future work.

8.1 Conclusions and future work
In this thesis we focus on designing novel cryptographic schemes that control access
to outsourced data by means of encryption. In general, encryption protects the data
when it travels from the sender to the recipient and it protects the data when it
rests in an honest-but-curious server. In this thesis, encryption ensures that only
authorized users specified during the encryption phase are able to access the data in
clear.

In the introductory chapter we formulated the following main research question:

“How to construct cryptographic schemes that can enforce distributed data access
control efficiently in dynamic environments?”

We answer this question by focusing on three primitives: proxy re-encryption
(PRE), attribute-based encryption (ABE) and traditional public-key encryption (PKE).
We propose new schemes which add new properties to PRE, ABE and PKE. For
PRE we add the property of expressing fine grained AC policies, for ABE we add pro-
perties of key revocation and updating AC policies and for PKE we add the property
of delegated search. Unfortunately, adding new properties does not mean that we
can re-use existing schemes. Instead, adding a property usually requires the construc-
tion of new schemes. In addition, the security definition (defined through a security
game) of the original primitive needs to be extended, such that it addresses the new
property. For example, when we add key revocation to ABE, the original security
definition of the ABE should be changed such that it has to take into account new
attacks that might come from revoked users. We divide the main research question
into three sub-questions; one sub-question per primitive. For the PRE primitive we
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Figure 8.1: Visualization of TID-PRE presented in Chapter 3 (abbreviated as Ch. 3) and
its possible extensions.

defined the following sub-question:

Q1.How to construct a PRE scheme which can support fine grained AC policies,
without sacrificing efficiency?

We address this sub-question in Chapter 3 where we propose a new PRE scheme,
called TID-PRE, that allows the delegator to categorize messages into different types
and delegate the decryption right of each type to the delegatee through a proxy. In
Figure 8.1 we visualise our contribution from Chapter 3, the related work and possible
extensions. We show that from an expressivity point of view our scheme supports
fine grained AC policies, whereas the most relevant related scheme presented in [51]

114



SECTION 8.1. CONCLUSIONS AND FUTURE WORK

support course grained AC policies. Our scheme belongs to the single-user (SU)
setting since the proxy can re-encrypt only ciphertexts generated by the delegator.
Qiang [98] extended our published work [5] and proposes a new TID-PRE scheme that
belongs to the multi-user (MU) setting where the proxy can re-encrypt ciphertexts
created both from the delegator and delegatee.

From an efficiency point of view, our scheme uses pairing based cryptography
with prime-order (PBC-PO) groups, and the efficiency of our scheme, as shown in
Section 3.3.1, is exactly the same as the efficiency of the scheme presented by [51].
This implies that we were able to provide a scheme that supports fine grained poli-
cies without sacrificing the efficiency. In general, the efficiency of the PBC schemes
is approximately the same as the efficiency of schemes that are based on the RSA
assumption [48]. However, PBC schemes are less efficient than elliptic curve crypto-
graphy (ECC) schemes. For instance, to achieve 256 bit security, for ECC we have to
perform operations in a 512-bit finite field but for PBC we have to perform operations
in a 15 360-bit finite field [48]. The scheme presented by [40] is more efficient than
our scheme, but it does not support fine grained policies and is not identity-based
(i.e. the public key of the recipient has to be certified by the party that encrypts the
message).

In Figure 8.1 we also show the position of our scheme with respect to security.
As explained throughout the thesis, having a full-security (FS) proof is better than
having a selective-security (SS) proof, since FS better reflects the real world. In ad-
dition, having a security proof in the standard model (SM) is better than a security
proof in generic group model (GGM) or the random oracle model (ROM). The reason
for this, as explained in Section 2.5, is that SM bases the security proof only on com-
plexity assumptions whereas GGM and ROM assume the existence of some idealized
functions (e.g. ROM assumes that hash functions are indistinguishable from random
functions). Note that there are many other properties (other than Expressivity, Ef-
ficiency and Security) based on which we can categorize PRE schemes. However, we
chose these properties since in the thesis we focus on providing fine grained schemes
without sacrificing efficiency, and we want our schemes to be secure in one of the three
models presented in Sections 2.4 and 2.5. Based on the aforementioned observation,
we define the following problem as an interested future work:

FW1. How to construct a multi-use TID-PRE scheme that has a security proof
in the standard model and an efficiency similar to the ECC schemes?

In Chapters 4,5,6 we focus on the ABE primitive. For the ABE primitive we
defined the following sub-question:

Q2. How to construct ABE schemes which are efficient, and support revoking
keys and updating AC policies?

A review of existing CP-ABE schemes shows that they are expensive when en-
crypting messages and decrypting ciphertexts, and hence not suitable for resource-
constrained devices. In Chapter 4 we propose two efficient CP-ABE
schemes: B-CP-ABE and E-CP-ABE. In our schemes, first the encryptor defines an
AC policy over attributes, and then encrypts the data according to that policy. The
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Figure 8.2: Visualization of ABE schemes presented in Chapters 4,5 and 6 (abbreviated as
Ch. 4,5,6) and their possible extensions.

AC policy of the B-CP-ABE is a predicate constructed from monotone Boolean for-
mulas while the AC policy of the E-CP-ABE is a predicate, which in addition to
the monotone Boolean formula contains circuits of threshold gates. In Chapter 5 we
focus on key revocation, where we propose a new scheme called mediated Ciphertext-
Policy Attribute-Based Encryption (mCP-ABE), which supports different types of key
revocations such as: a) revoking a subset of attributes from a user attribute set wi-
thout influencing the sets of other users, b) revoking all the attribute set from some
users without influencing other users or c) revoking a subset from the set of user
attributes from all users. In Chapter 6 we focus on updating the AC policy of the
ciphertext without decrypting it. We propose a new scheme called Ciphertext-Policy
Attribute-Based Proxy Re-encryption (CP-ABPRE), which allows users who satisfy
the AC policy of the ciphertext to generate a re-encryption key and forward it to the
semi-trusted proxy. Once the proxy gets the re-encryption key, it updates the AC
policy by re-encrypting the ciphertext. After the ciphertext gets re-encrypted, only
users who satisfy the new AC policy can decrypt the data.

In Figure 8.2 we visualize our contributions from chapters 4,5,6, the related work
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and possible extensions. From an efficiency point of view, all schemes presented in
Chapters 4,5,6 are PBC-PO. Note that we place our schemes and the Bethencourt
et al. [20] scheme in the same setting, that is PBC-PO. However, this does not mean
that they have exactly the same efficiency; this only indicates that they perform
operations over the same finite field, but PBC-PO does not indicate the number of
operations. As shown in Figure 8.2 (also shown in Tables 4.1 and 4.2), the scheme
presented in Chapter 4 (schemes presented in Chapters 5 and 6 have almost the same
efficiency as the scheme presented in Chapter 4) is more efficient in the number of
operations compared to [37] and [20]. For example, the scheme from Chapter 4 in the
Encrypt phase requires around |τ | operations in GT (where τ is the AC policy), while
[20] requires around 2|τ | operations in GT and [37] requires around |Ω| operations in
GT (where |Ω| is the total number of attributes in the scheme). Recently, there has
been a new development in the literature in proposing pairing based ABE schemes
that use composite-order groups [63, 81] (we denote this as PBC-CO). Composite-
order groups are less efficient than prime-order groups, therefore, having a scheme
with prime-order groups is more desirable than having a scheme in composite-order
groups.

We also show the place of our ABE schemes with respect to security. The
ABE schemes presented in Chapter 4 have a Selective Security (SS) proof in Standard
Model (SM) whereas the ABE schemes presented in Chapters 5 and 6 have a Full
Security (FS) proof in Generic Group Model (GGM). Only recently Okamoto and
Takashima [81] and Lewko et al. [63] proposed pairing based ABE schemes with a Full
Security (FS) proof in the Standard Model (SM). We define the following problem
as a future work:

FW2. How to construct a (proxy re-encryption) ABE scheme that has a security
proof in the standard model and an efficiency similar to the ECC schemes?

Indeed, it would be interesting to construct ABE schemes with a security proof in
ROM or GGM and an efficiency similar to the ECC schemes.

In Figure 8.2 we show that the scheme presented in Chapter 5 supports key
revocation. The crucial component of the proposed scheme is the mediator. The
scheme splits the secret key into two parts - one part for the mediator and the other
part for the decryptor. Whenever a user wants to decrypt a ciphertext, the user
has to receive a decryption token from the mediator. If the user is revoked, then the
mediator will not issue a decryption token to the user, thus the user part of the secret
key becomes useless and the user implicitly gets revoked. A distinctive feature this
scheme is that it can enforce context attributes such as time and location. However,
since the mediator has to be contacted during each decryption, the scheme requires
communication between the decryptor and the mediator. Hence, it would have been
better to eliminate these communication costs, while still supporting both the key
revocation and contextual attributes. We derive the following problem as a future
work:

FW3. How to construct an ABE scheme that has a security proof in the standard
model, with efficiency similar to the ECC schemes, and that supports key revocation
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and contextual attributes without involving an online mediator?

All schemes presented in Chapters 3,4,5,6 control access to the data by using
encryption techniques. In Chapter 7 we focus on traditional public-key encryption
(PKE) and consider a scenario when encryption is used by attackers to compromise
the user. For instance, an attacker can use the user’s public key to encrypt malware,
which once decrypted can compromise all the user data regardless whether the data
is stored in the user’s local computer or whether is outsourced to another party. We
define the following sub-question:

Q3. How to delegate the power to search in encrypted data?

We answer this question by proposing a new scheme called Public-key Encryp-
tion with Delegated Search (PKEDS). The crucial property of the scheme is that
ciphertexts are both decryptable and searchable. This enables users to delegate to
another entity the power to search the entire ciphertexts (i.e. not only the metadata
part) for specific malware without decrypting it.

In Figure 8.3 we present the position of PKEDS with respect to Searchability,
Efficiency and Security. As shown, our scheme is implemented using parings over
prime order groups (i.e. PBC-PO). From the searchability point of view, the scheme
allows the private key holder to generate trapdoors and delegate to another party
(e.g. a mail server) the power to search for any word over its encrypted data (unlike in
[24, 29] where the server can search only for the metadata). Probably, a more useful
primitive would perhaps allow the key holder to delegate to the server the power to
generate trapdoors for a restricted class of words. From the security point of view,
our scheme achieves FS in SM. As mentioned above, having a security proof in the
SM is preferable over a security proof in GGM or RM. Based on this observation, we
define the following problem as a future work:

FW4. How to construct a PKEDS scheme with restricted class delegation,
efficiency similar to the ECC schemes, and security proof in the standard model?

Other Future Work

The work presented in this thesis opens a number of future research directions. In
Chapters 4,5,6 we propose CP-ABE schemes where the AC policy associated with the
ciphertext is in clear. The reason for this is that because the decryptor has to look at
the AC policy in order to decide which attributes to use and decrypt the ciphertext.
A partially-anonymous CP-ABE schemes is presented by Nishide et al. [79] and an
inefficient CP-ABE scheme with high computational complexity is presented by Li et
al. [64]. We see the following problem as interesting future work:

FW5. How to construct fully-anonymous CP-ABE schemes where the size of the
ciphertext is linear in the size of the AC policy?

In this thesis we focus on access control of outsourced data through encryption.
However, with the recent development in cloud computing, individuals and companies
might start to outsource the computation. Computation outsourcing is useful for
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Figure 8.3: Visualization of PKEDS presented in Chapter 7(abbreviated as Ch. 7) and its
possible extensions.

situations when a device needs to perform an operation but it does not have the
computation power to execute it. In addition, computation outsourcing is cost-
effective since individuals or organization do not have to buy a new devices to perform
a particular operation.

A relevant example of outsourcing the computation is to outsource the decryption
cost such that the cloud performs most of the computations, while the thin client per-
forms only a small part of the computation. For our proposed schemes, we envision
computation outsourcing as a possible solution that can considerably reduce decryp-
tion costs performed by the recipient. For instance, in our ABE schemes the pairing
computations performed during Decrypt depend on the size of the access policy as-
sociated with the ciphertext. It would have been better for the client to delegate all
pairing computations to the cloud, such that the client computes only less-expensive
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operations. The main challenge to build such scheme is to hide as much as possible
information from the cloud, while still leveraging its computation power. We define
the following problem as an interesting future work:

FW6. How to outsource the computation of PRE, ABE and PKE to the cloud?

While we focus on three cryptographic primitives: PRE, ABE and PKE, this list is
not complete with respect to enforcing access policies. Recently introduced functional
encryption schemes, including hidden vector encryption and inner product predicate
encryption, can enforce expressive AC policies as well. Our extensions to ABE, such
as key revocation and updating access policies, are also needed for these primitives.
At the time of writing this thesis there is no scheme or security definition for these
extensions in hidden vector encryption and inner product predicate encryption. Thus,
we see this as an open problem and an interesting area of future work. We define the
following problem as a future work:

FW7. How to construct hidden-vector encryption and inner-product predicate
encryption schemes that can support key revocation and that can allow to update the
vector associated with the ciphertext without decrypting it?
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CT OW −ATK Ciphertext one-wayness attack

∃ There exists
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∀ For all

← Uniformly chosen from

G Group
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A(x, y, ..., ) Algorithm A has inputs (x, y, ..., )
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Z Integer number set

e Bilinear Map function

s ∈R S s is selected uniformly at random from S

ABE Attribute-based encryption

B-CP-ABE Basic ciphertext-policy attribute-based encryption

CP-ABE Ciphertext-policy attribute-based encryption

CP-ABPRE Ciphertext-policy attribute-based proxy re-encryption

E-CP-ABE Extended ciphertext-policy attribute-based encryp-
tion

IBE Identity-Based Encryption

IND-ID-CCA Indistinguishability under chosen-ciphertext attacks
in IBE schemes

KP-ABE Key-policy attribute-based encryption

mCP-ABE Mediated ciphertext-policy attribute-based encryp-
tion

PKE Public-key encryption

PRE Proxy re-encryption

AC Access control

BDH Bilinear Diffie-Hellman

CDH Computational Diffie-Hellman

DBDH Decisional bilinear Diffie-Hellman

DDH Decisional Diffie-Hellman

ECC Elliptic curve cryptography

GGM Generic group model
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Abbreviations and Symbols

PBC-CO Pairing-based cryptography with composite order
group

PBC-PO Pairing-based cryptography with prime order group

ROM Random oracle model

SM Standard model

SXDH Symmetric External Diffie-Hellman

IND-CCA Indistinguishable under chosen-ciphertext attacks

IND-CPA Indistinguishable under chosen-plaintext attacks
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